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Abstract

This paper presents a semi-supervised ap-
proach to classifying political texts with the
Comparative Agendas Project coding scheme.
Starting with limited domain knowledge in the
form of ten seed words that are central to the
meaning of a topic, new candidate textual in-
dicators are found using a graph propagation
algorithm over a semantic network of words
and phrases. We show that there is a balance
between precision and recall when it comes to
the number of candidates to add to a lexicon
for each topic, and optimize this balance on the
basis of a development dataset. The automat-
ically generated lexica substantially outper-
form the handmade CAP-lexicon in four tested
genres: political party manifestos, news arti-
cles, parliamentary documents and social me-
dia texts. Besides having better discriminatory
qualities, these lexica require less resources to
generate and are more genre-independent than
their handmade counterparts.

1 Introduction

Political experts can analyze newspapers or tele-
vision channel and summarize the attention given
to certain political issues in the media. The Com-
parative Agendas Project (CAP) (CAP)1 provides
coding schemes in many languages to aid such anal-
yses and make them comparative. But even with
clear guidelines, manual coding of political texts
becomes prohibitively time consuming.

Recently, more research has focused on au-
tomatic content analysis to help expert annota-
tion, especially in the social and political sci-
ences. Two main methods have been proposed:
dictionary-based approaches and supervised learn-
ing approaches. In dictionary-based approaches an
expert-made lexicon is constructed of high preci-
sion indicators that are linked to political topics.

1https://www.comparativeagendas.net/

These indicators are words or other language units.
Despite the insight and expertise contained in these
topic lexicons, they usually suffer from low cover-
age over the instances; a dictionary-based system
cannot make decisions about documents that con-
tain none of the dictionary words.

In a supervised learning approach, annotators
assign labels to a large collection of documents
and a machine learning algorithm learns weights
between features in the documents and the labels.
For example, Purpura and Hillard (2006) classified
US congressional legislation using support vector
machines and score 88.7% accuracy on major top-
ics and 81.0% on subtopics. This is close to human
agreement on the task. There are drawbacks to
supervised learning too. A system trained on con-
gressional legislation will perform differently on
newspaper articles or social media messages. To
achieve consistent results across genres, the classi-
fier would have to be retrained on additional anno-
tated in-genre documents.

We introduce a hybrid solution in this paper;
a semi-supervised approach to classifying politi-
cal texts according the CAP coding scheme for
political agendas. Our contribution does not re-
quire expert annotation yet improves an existing
lexicon-based approach with regards to recall. We
obtain these results for two languages (Dutch and
English) and for four different genres of political
texts namely party manifestos, news articles, par-
liamentary reports and tweets.

2 Related work

Most previous work on automatic content analysis
of political texts with regards to political issues
used the coding scheme developed by the Policy
Agendas Project (PAP) (John, 2006) and the succes-
sive Comparative Agendas Project. The codebook
developed by CAP discerns 20 major political top-



ics.

2.1 Dictionary-based

Sevenans et al. (2014) created a Dutch and an
English dictionary by taking topic indicators from
the respective CAP coding schemes and adding
synonyms and related terms by hand. The topic
indicators that identify a certain topic can be words
or partial words (suffixes, infixes or affixes). In the
English lexicon, for example, the topic macroeco-
nomics contains “econom” which will match “econ-
omy”, “economist”, “noneconomic” and many oth-
ers.

The classification performance of the lexicons
differed greatly between the topics and the lan-
guages. For the English lexicon, a considerable
number of the parliamentary questions did not con-
tain any of the dictionary words (22%) and could
not be classified. Interestingly, the parliamentary
questions in Dutch did not receive a class in only
5% of the cases. The authors go into detail on
the quality of the lexicon for specific topics, but
on average, performance was low compared to hu-
man annotations: 0.43 recall, 0.52 precision and
0.61 recall, 0.60 precision for English and Dutch,
respectively.

Praet et al. (2018) apply the Dutch CAP-lexicon
to tweets by Flemish politicians. More than half
(54%) of the tweets did not match with any dic-
tionary word, leading to very low classification
accuracy.

2.2 Supervised learning

Supervised classification with the CAP coding
scheme has been applied to US congressional leg-
islation (Purpura and Hillard, 2006), Norwegian
news texts (Hagen, 2012), Kroatian news head-
lines (Karan et al., 2016), and tweets by US state
legislators and governmental bodies (Li, 2016; Qi
et al., 2017). There is also a body of work on
the supervised classification of party manifestos,
which draws its labels from the separate but simi-
lar coding-scheme in the Comparative Manifesto
Project (CMP) (Zirn et al., 2016; Glavaš et al.,
2017).

These standalone applications of machine learn-
ing architectures work well in general. Congres-
sional documents are assigned the right major top-
ics in almost 90% of cases while performance drops
with shorter texts such as media headlines (0.77%
accuracy) and tweets (around 65% accuracy).

As far as we know there has not been an ex-
tensive study on cross-domain portability of the
supervised classification systems. Rihiu Li (2016)
trains a CNN on tweets from state legislators from
Iowa and Nebraska. They note that there is a drop
in performance when training on data from one
state and testing on the other, but this drop could
also be due to a smaller training set compared to
training on both. Grimmer and Steward (2013) note
that supervised machine learning systems are inher-
ently domain- and problem-specific but see this as
an advantage over multi-purpose dictionary-based
systems.

2.3 Semi-supervised learning

Semi-supervised approaches bootstrap minimal do-
main knowledge to learn about a problem. As such,
the invested expert knowledge and effort are far
less than in supervised learning.

Semi-supervised approaches have seen frequent
use in sentiment analysis. Rao and Ravichandran
(2009) use synonym and hypernym relationships
from WordNet to deduce sentiment information.
Starting with positive and negative seed terms ob-
tained from the General Inquirer2 lexicon, polar-
ities are propagated over the word graph using a
label propagation algorithm (Zhu and Ghahramani,
2002). Even with as few as ten seeds terms, word
polarity scores could accurately be predicted using
semi-supervised learning: “label propagation is es-
pecially suited when annotation data is extremely
sparse” (Rao and Ravichandran, 2009).

Kreutz and Daelemans (2018) induce polarity
scores without using handmade knowledge graphs.
Instead, they take seed words from an existing sen-
timent lexicon and propagate sentiments to candi-
date words that appear in similar contexts. The
additions made to the existing lexicons improved
sentiment analysis for two different domains.

3 Data

3.1 CAP lexicon

We take the CAP-lexicons, which were developed
for the Flemish and United States contexts by (Sev-
enans et al., 2014), as a starting point for semi-
supervised learning. The number of indicators
linked to a topic ranges from 35 to 102 and 28
to 143 in Dutch and English respectively.

2http://www.wjh.harvard.edu/˜inquirer/



3.2 Text genres
The datasets for testing were obtained from the
Comparative Agendas Project 3 and were created
for the Flemish and U.S. CAP-subprojects 4. We
selected the datasets in Table 1 to reflect the diver-
sity in genres while having comparable types of
documents across Flemish and U.S. contexts. All
documents have major topic codes from the CAP
codebook.

4 Methods

4.1 Seed selection
To demonstrate that our approach requires only
limited domain knowledge the initial dictionary is
restricted to only ten indicators per topic. These
seed terms needs to both precisely and frequently
denote a topic. We calculate degree centrality be-
tween topic indicators in our data sets and select
seeds based on this score since it is found to be
an effective measure for quantifying such keyword
like qualities (Boudin, 2013).

4.2 Extending seed terms
We use a network of words to extend seed terms
with other candidates. Edges between words are
based on distributional semantics, in which words
that occur in similar contexts are more strongly
connected. We use the well-established Word2Vec
(Mikolov et al., 2013) algorithm to calculate cosine
similarities between candidates (words or phrases)
to use as edge weights. Our Word2Vec models
were trained on the Google News dataset for En-
glish5 and an unpublished corpus of Dutch news-
paper and online news data with 300-dimensional
vectors and negative sampling.

Suitable candidates are found by doing random
walks over the network of words starting from the
selected seeds. This method is adapted from Sent-
Prop (Hamilton et al., 2016), a package originally
intended for inducing sentiment lexicons. We adopt
its default settings of connecting words to their ten
nearest neighbors. A word or phrase which is found
often by a random walk from a seed get a higher
score for that topic, while a penalty is applied if

3https://www.comparativeagendas.net/
datasets_codebooks

4Full citations for the Belgian datasets, the U.S Demo-
cratic and Republican party platform datasets, the U.S. bills
dataset and NYT dataset in acknowledgements 1, 2, 3 and 4
respectively. (excluded here for anonymous review)

5Available at https://code.google.com/
archive/p/word2vec/

the word or phrase is found from a seed term that
is linked to another topic. A ranking of candidates
by scores then determines in which order they be
added to the lexicon.

4.3 Determining a cut-off

We split the annotated data in a stratified develop-
ment and test set (50% each). The development
set is used to determine a cut-off for candidate
words. As seed terms and candidates become more
dissimilar, adding more candidates can harm the
discriminative performance of the dictionary. Fig-
ure 1 shows precision, recall and F-score for the
Civil Rights topic on development data at differ-
ent numbers of added candidates. Although recall
improves when more indicators are being added
for this topic (more documents are classified as
belonging to Civil Rights), precision suffers. The
cut-off is determined as the highest harmonic mean
of precision and recall (the F-score optimum).
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Figure 1: As the number of words added to Civil Rights
increases, recall improves and precision decreases. The
optimal number of added words (60) lies at the F-score
optimum.

4.4 Classification algorithm

Classifying a text is done by simply checking if any
of its words appear in the lexicon for one of the top-
ics. We assign the document a label based on the
topic that occurred most often. Although a more re-
fined algorithm could be used to take into account
class distribution or to assign different weights to
words, using a simple classification algorithm en-
sures that each entry precisely denotes a topic and
does not greatly offset the decision boundaries.



Belgium U.S.
Domain Type # Documents Type # Documents
Manifestos Party manifesto excerpts 5,147 Party manifesto excerpts 7,296
News media De Standaard abstracts 17,981 New York Times abstracts 17,216
Parliament Bills 4,868 Congressional bills 52,366
Social media Tweets by politicians 6,027 Tweets by state legislators 16,988

Table 1: Data spanning four genres and two contexts is used to tune and evaluate the semi-supervised approach.

U.S. Belgium
Method Precision Recall F1 Entries Precision Recall F1 Entries
Original lexicon 0.308 0.207 0.210 3,610 0.446 0.408 0.378 8,353
Seed selection 0.311 0.262 0.246 200 0.428 0.367 0.346 200
Induced lexicon 0.321 0.286 0.278 9,976 0.448 0.422 0.387 18,650

Table 2: The macro-averaged results of the lexica created with SentProp compared to the original hand-made
lexicon and the lexica containing only seed terms.

5 Results

Adding the optimal number of candidate indicators
to the seeds results in the final induced lexica for
testing. The lexica contain 9,976 and 18,650 words
for the U.S. and Belgian context respectively. Table
2 lists their results compared to using the original
lexicon of hand-picked words and the seed lexicon
on the test data.

The induced lexica outperform the original lex-
ica both in the U.S. and Belgian context and not
only with regards to recall. Surprisingly, the added
candidates also more precisely denote a topic com-
pared to a handmade lexicon. We regard this latter
result mainly as a demonstration of how difficult
it is, even for experts, to construct a dictionary
that can distinguish between topics in a real-world
setting by hand.

In absolute terms, results are still rather poor.
This is to be expected considering that a lexicon
distinguishes 20 different major political topics,
and that some genres, social media texts in par-
ticular, contain very little information. Another
problem is the genre independence that a classifier
needs to work on party manifestos, news, bills as
well as social media texts. We believe a supervised
classifier trained on other political texts will face
the same difficulty in deciding on the right label,
although future work will have to compare these
approaches in detail.

6 Conclusion

We introduced an easy to use semi-supervised ap-
proach for inducing dictionaries suitable for classi-

fying diverse political texts. The induced dictionar-
ies outperform a handmade lexicon from the Com-
parative Agendas Project across contexts (U.S. and
Belgium) and genres (political party manifestos,
news articles, bills and social media texts).

Creating lexica in an automatic way is less time
consuming while remaining as interpretable and
easily adaptable as existing dictionary-based ap-
proaches; the words or phrases can be inspected
and changed by experts when necessary. Future
work should compare the semi-supervised method
with supervised models, both in terms of overall
performance and in diverse cross-genre settings.

6.1 Data and code availability

All datasets used in this paper, except for the tweets
which cannot be freely shared due to GDPR6 re-
strictions, are available from the CAP website.

To enable replicability and direct comparison in
future work, we publish our method in a public
code repository. Alongside the code we present the
induced lexica for both U.S. and Belgian contexts
here: https://github.com/clips/lextension.
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