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Abstract
Transfer Learning is an important strategy in Computer Vi-

sion to tackle problems in the face of limited training data. How-
ever, this strategy still heavily depends on the amount of avail-
able data, which is a challenge for small heritage institutions.
This paper investigates various ways of enriching smaller digi-
tal heritage collections to boost the performance of deep learning
models, using the identification of musical instruments as a case
study. We apply traditional data augmentation techniques as well
as the use of an external, photorealistic collection, distorted by
Style Transfer. Style Transfer techniques are capable of artisti-
cally stylizing images, reusing the style from any other given im-
age. Hence, collections can be easily augmented with artificially
generated images. We introduce the distinction between inner and
outer style transfer and show that artificially augmented images
in both scenarios consistently improve classification results, on
top of traditional data augmentation techniques. However, and
counter-intuitively, such artificially generated artistic depictions
of works are surprisingly hard to classify. In addition, we discuss
an example of negative transfer within the non-photorealistic do-
main.

Introduction: Computer Vision and Art His-
tory

In recent years, the scientific community has increasingly ac-
knowledged the considerable potential of computer vision for art
history [1]. Several case studies have demonstrated the general
feasibility of applying machine learning methods to artistic col-
lections, with impressive results that are as relevant to art history
as to wider computer sciences. Most of the recent studies in this
field capitalize on the considerable advances which computer vi-
sion has witnessed in the last decade, following the popularization
of Deep Convolutional Neural Networks (DCNNs) [2, 3]. It is a
well-known fact that the “renaissance” of this data-hungry family
of models has only been possible because of the open availabil-
ity of large, annotated benchmark datasets such as ImageNet [4]
or MS-COCO [5]. These invaluable resources contain millions
of photorealistic images, which enabled scholars to train effec-
tive image models, of a complexity and depth that was previously
inconceivable.

A commonly heard worry, however, is that the available
models remain difficult to transfer to the artistic domain, which
has several reasons. First of all, the available (annotated) datasets
from art history are typically much smaller; luckily, a number
of domain-specific, larger-scale resources have been released that

help mitigate this situation [6, 7, 8, 9, 10, 11, 12, 13, 14]. Sec-
ondly, there is often a mismatch between the (contemporary) on-
tologies used for annotating present-day images and the (histor-
ical) concepts that are more relevant to art historians [15]. In
the face of such situations of data and label shortage, transfer
learning [16] and data augmentation [4] have become a standard
practice in computer vision, and these methods have also been
successfully applied to the artistic domain in previous work (see
Related Work). A third and more salient issue is that artworks
typically actively distort the subjects they depict, resulting in a
staggering variety, for instance, in the textures attested in image
collections. As such, artworks clearly belong to another “domain”
than the photorealistic one that is represented in the more estab-
lished resources in the field. The shift in domain between photore-
alistic and artistic collections can be described in terms of “style”,
a vexed notion that is notoriously hard to define, but which gen-
erally relates to individual or group-level variation between art-
works, that is less related to the content of a work than to the
manner in which this content is depicted.

The notion of style has received considerable attention in re-
cent computer vision studies, especially in the wake of the semi-
nal “style transfer” paper. In this work, Gatys et al. [17] demon-
strated the general feasibility of transferring styles across images
that depict different contents, leading to convincing, highly pub-
licized results. Follow-up work [18, 19, 20, 21] has fine-tuned
the original technique, developed faster algorithms and investi-
gated whether style transfer [22, 23] would be a viable alternative
to more conventional approaches of image augmentation. This
previous work, however, has remained somewhat indecisive as
to the precise benefits of style transfer in this context, which in
some cases only seemed incremental, in particular in comparison
to more conventional data augmentation techniques.

In this paper, we revisit the effectiveness of style transfer as
a data augmentation technique in the context of sparse digital her-
itage data. We present a small-scale, yet focused case study from
music iconography, in which we closely compare several transfer
strategies in a classification set-up. The structure of this paper is
as follows. We first present the related work and discuss the ra-
tionale of our contribution. Then, we describe the datasets and
present our theoretical framework in greater detail, before pre-
senting results of the core case study. Finally, we discuss our
results and summarize the main contributions of this work with
ideas for future work.
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Related Work
Artistic Image Classification

Image classification in itself is a task that has a rich history of
applications in art history. Before the deep learning era, scholars
used the following approaches in their attempts to classify art-
works. Low-level features representing shape, color or texture
were extracted and used as an input of a simple classifier such
as naive Bayes, support vector machines, k-nearest neighbours
or multilayer perceptron [24]. Machine learning methods were
also applied to attribution problems [25, 26, 27], genre classifica-
tion [28] and other kinds of style-based classification [29, 30, 31].
DCNNs were seminally introduced as feature extractors [10].
They outperformed most of the hand-crafted features or were used
in combination with them [32, 33, 34, 35]. Only with the release
of larger artistic datasets, the training of DCNNs from scratch has
become feasible [36].

Transfer Learning for Artistic Image Classification
Previous work has confirmed the usefulness of transfer learn-

ing in the context of art classification tasks too, for instance for
material classification or artist attribution. Tan et al. [37] demon-
strated that the fine-tuning of an AlexNet [4], pretrained on Ima-
geNet, yielded state-of-the-art results, even outperforming train-
ing from scratch. This result was confirmed by a number of
follow-up studies [38, 39, 40, 41, 42, 43]. Sabatelli et al. [42] ap-
plied DCCNs to several classification tasks in digital heritage and
further demonstrated the benefits of transferring pretrained net-
works to and across artistic collections. Cetinic et al. [38] found
that DCNNs, pretrained for scene recognition and sentiment pre-
diction, outperform DCNNs pretrained for object recognition.
Therefore, fine-tuning the entire network proved to be clearly su-
perior to other approaches, demonstrating how the mere initial-
ization of the weights in a DCNNs is crucial for downstream ap-
plications in the artistic domain. Nowadays, fine-tuning is widely
used in the artwork classification problem [44, 45, 46, 47].

Rationale of the Present Contribution
Notwithstanding the presented benefits, transfer learning still

heavily depends on the size of the available datasets, which, as
described above, is a challenge when working with relatively
smaller heritage collections. Therefore, the enrichment of these
collections is an important challenge which might boost the per-
formance of DCNNs in this area. In computer vision, data aug-
mentation [4] is a standard technique to improve the performance
of DCNNs, especially in the case of limited datasets. How-
ever, while this approach increases the amount of variance in the
dataset, it does not change the original number of objects avail-
able. Hence, the usage of additional, external data sources is ap-
pealing, because it increases the actual number of objects in the
dataset. Unfortunately, modern computer vision mostly has large
photorealistic collections on offer, such as ImageNet [4], that are
far from the artistic domain. Apart from traditional techniques,
based on affine transformations, style transfer has been success-
fully applied as a data augmentation technique [22, 23]. In the
present case, style transfer is appealing due to the ability to gen-
erate artistic images from any image given one style. Hence, ar-
tificial artistic images, especially generated from external photo-
realistic collections, can enrich small heritage collections in order
to improve the classification performance of DCNNs.

In this work we investigate whether style transfer can be suc-
cessfully applied to the classification of musical instruments. For
this purpose, we build two datasets, one with artistic depictions,
and one with photorealistic photographs. In the first, we “inter-
nally” transfer styles (inner style transfer), i.e. within the artistic
dataset. The second dataset is treated as an external photorealistic
asset, that is used to the enrich the internal dataset via style trans-
fer (outer style transfer). We compare these approaches to tra-
ditional data augmentation methods. Additionally, we compare
two DCNNs pretrained on the general domain and the heritage
domain. Below, we show that both inner and outer style transfer,
as well as external photorealistic data are extremely useful for art
classification. We shall also conclude that style transfer applied
to the test set might worsen the performance of DCNNs. Ad-
ditionally, we demonstrate that intermediate fine-tuning can hurt
the final performance.

Datasets: MIMO and Minerva
In this paper, we shall build on two data collections from

the field of music iconography, a field at the intersection of art
history and musicology, which is concerned with the scholarly
study of the depiction of musical instruments, performances and
artists across the visual arts.

1. MIMO (Musical Instrument Museums Online) [48] is an in-
ternational database of photographs depicting non-fictitious
musical instruments, aggregated from multiple heritage col-
lections. MIMO uses a standardized (hierarchical) ontology,
with an unambiguous code to identify each instrument class.

2. MINERVA (Musical Instruments Represented in the Vi-
sual Arts) [15]) is a benchmark dataset for the detection of
musical instruments in artworks, derived from the RIDIM
database1, a number of museum collections and Flickr2.
Minerva adopts the same ontology as MIMO, allowing us to
identify instruments across both collections. This work only
considers classification and is restricted to the instrument
patches that can be extracted using the bounding boxes.

Both collections depict similar contents (musical instru-
ments) but come from different domains, displaying clear “stylis-
tic” differences (see the examples in Figures 1 and 2). This makes
the confrontation of both collections an ideal case study in trans-
fer learning across different domains.

MIMO is entirely photorealistic and depicts real, non-
fictitious instruments: these are typically historical museum ob-
jects, on display in isolation, mostly against a neutral background.
Minerva, however, is limited to non-photorealistic depictions of
musical instruments in works of art. Apart from the artistic styl-
ization that has gone into the depiction, the instruments are often
portrayed as being handled by artists during a live performance.
Also, the background is typically much less neutral and the instru-
ment in a single patch might even partially overlap with an artist’s
body or other objects in the scene, including other instruments.
For these reasons, the instrument classification task in Minerva
intuitively seems harder than in MIMO.

Unfortunately, both data collections also show very distinct
distributions: especially the presence of individual instruments in

1https://ridim.org/ridim-database/
2https://www.flickr.com
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Minerva is highly skewed, suggesting how only a relatively small
number of instruments have been favored as artistic subjects
in Western cultural history. To mitigate this skewness and
allow for a balanced classification setup, we have restricted our
experiments to the three the most common instrument labels from
Minerva: ‘Lute’, ‘Harp’, and ‘Violin’. This selection is rather
severe but enabled us to construct generous train, validation and
test splits, that contained enough instances of each instrument
to produce reliable learning curves. For each instrument and for
each dataset, we included 400 images in the training set, 200 for
the development set and 200 for the test set. Every image was
padded and resized to 224 by 224 pixels.

Figure 1. Random selection of images from MIMO. Consecutive rows dis-

play examples for the categories ‘harp’, ‘lute’ and ‘violin’.

Figure 2. Random selection of images from MINERVA.Consecutive rows

display examples for the categories ‘harp’, ‘lute’ and ‘violin’.

Methodology
In this section, we present the methods underlying our re-

search. We briefly discuss the type of the transfer learning tech-
nique used, as well as the data augmentation techniques applied
and the experimental settings, including the training regime.

Transfer learning
The theoretical background of this paper must be situated

in transfer learning, a specific form of machine learning that of-
fers a simple, yet powerful solution to applications where only
small amounts of (annotated) in-domain data are available, but re-

searchers have access to (other or larger) out-of-domain datasets.
The main intuition supporting this line of research is that the
knowledge gained from a large, potentially more general dataset
should be at least partially transferable to a smaller, more domain-
specific datasets. Ideally, this would not only save computational
resources but also manual annotation efforts, which are invari-
ably expensive and error-prone, especially if they require the in-
tervention of human experts. In computer vision, a common ap-
proach to transfer learning is to pretrain a DCNN on a large gen-
eral dataset, before fine-tuning (isolated components of) it on a
more domain-specific dataset. The layered architecture of mod-
ern DCNNs lends itself particularly well to such an approach and
numerous studies have reported significant performance gains for
a variety of tasks.

The concept of transfer learning [16] is commonly defined
through two high level concepts, namely, domain (D) and task
(T ). A domain D relates to the distribution of the training set
through a feature space χ and a marginal probability distribution
P(X), where X ∈ χ . Therefore, two domains D1 and D2 are con-
sidered as different if χ1 6= χ2 or P1(X) 6= P2(X). A task T , that
can be learned from the training set, relates to the given labels and
a model F (or a function), which predicts corresponding labels
based on a given domain D. Finally, given a source domain-task
pair (DS, TS) and a target domain-task pair (DT , TT ), the transfer
learning concept is defined as a process that helps to improve the
model FT (or function) in the target learning task TT based on the
knowledge obtained from the source domain-task pair (DS, TS),
where DS 6= DT or TS 6= TT .

Our present task can be cast as an inductive transfer learn-
ing problem, where labeled data from the source domain is avail-
able. In this setting, the source and target tasks are different, while
domains can be similar or not. Some instances of labeled data
from the target domain are required to fine-tune the pretrained
model. Thus, a pretrained DCNN can get fine-tuned in order to
improve the generalization to musical instruments in the artistic
target domain. In our experiments, we use Inception-V3 [49],
which yielded the best performance among other DCNNs, tested
in the baseline experiments [15]. We use the DCNN, pretrained
on the following datasets: (i) the ImageNet dataset [4]; (ii) the Im-
ageNet dataset and the Rijksmuseum collection [11] with publicly
available weights [42].

Conventional Data Augmentation
Conventional data augmentation techniques [4] include dif-

ferent types of affine transformations applied to the original im-
ages. We use the following techniques, available in a reference
implementation from the Keras framework [50], with the parame-
ters given between brackets (see the examples in Figure 3): zoom
(0.05, 0.1 and 0.15), rotation (5, 10 and 15 degrees), shear trans-
formation (5, 10 and 15 degrees), vertical and horizontal shift
(0.05, 0.1 and 0.15) and horizontal flip. We have 2 sets of ex-
periments where we apply:

1. One distortion. In these experiments, we generate datasets
up to twice the size of the Minerva subsample. We test
augmentation ratios multiplied by a factor of 2 from 16:1
(unaugmented: augmented) to 1:16.

2. Multiple distortions. First, we determine the best num-
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ber of augmented images per distortion group (based on
the development set) that should be added to Minerva. The
amount of the augmented images can be up to the size of
Minerva with ratios multiplied by a factor of 2 from 16:1
(unaugmented: augmented) to 1:1. Finally, we train the
model using Minerva (without distortions) and the sum of
the best number of distorted images per group.

Figure 3. Example of traditional data augmentation (original image, rota-

tion, shear, shift, zoom, flip)

Style transfer
Style transfer is a class of image processing techniques that

change the visual style of an image, while leaving its semantic
content largely unmodified. From a human perspective, these al-
gorithms create artificial artworks. Style transfer based on [17] is
formally defined through what is known as the style and content
losses. The style concept is represented through the correlation
between low-level deep convolutional features and it is calculated
using Gram matrices. The content concept is defined as the high-
level deep convolutional features. Commonly, these features are
extracted from a pretrained VGG network [51].

In this work, we utilize a method proposed by Ghiasi et
al. [19] which allows to conduct real-time stylization. The method
is based on the prediction of the normalization parameters of the
style transfer network. The method consists of two DCNNs. The
first DCNN, the style prediction network, predicts an embedding
vector from an input style image. The second, the style trans-
fer network, conducts the actual stylization of the content image
using the embedding vector, which represents the normalization
constants for the latter network.

For style transfer, we utilize a pretrained model [19] with
publicly available weights. In our experiments, we vary interpo-
lation weights from 0 to 1 with a stepsize of 0.2. We conduct two
types of experiments with one distortion and multiple distortions.
We apply the model in the two following settings:

1. Inner style transfer. In this setting, we randomly transfer
styles within the Minerva dataset in the corresponding data
splits (see Figure 4). Thus, we obtain a new dataset with
permuted styles.

2. Outer style transfer. In this setting, we randomly transfer
styles from the Minerva dataset to the MIMO dataset in the
corresponding data splits (see Figure 5). Thus, we create
artificial artworks from photorealistic images.

Experimental Setup
We utilize the Keras framework [50] with Tensorflow back-

end to train the models [52]. The conventional categorical cross-
entropy loss function is minimized, using the Adam optimizer[53]
with a learning rate of 0.0001, over mini-batches of 32 samples.
The training process is interrupted as soon the validation loss does
not decrease for five epochs in a row.

Figure 4. Example of inner style transfer. The upper images correspond

to the style and content images, respectively. Both images are derived from

the Minerva dataset. The lower images correspond to stylized images with

different degree of transformation.

Figure 5. Example of outer style transfer. The upper images correspond to

the style image and the content image, respectively. The left-side image is

derived from the Minerva dataset and the right-side image is from the MIMO

dataset. The lower images correspond to stylized images with different de-

gree of transformation.

Results
We divide our experimental results into four different sec-

tions. We first compare the various data augmentation techniques,
applied to different data sources. We then investigate the potential
of style transfer at the training and inference phase. Finally, we
compare two initialization approaches for DCNNs (Rijksmuseum
vs. ImageNet).

Data Augmentation
Table 1 compares various types of data augmentation tech-

niques obtained from different sources. It is clear that each of
the tested techniques is beneficial for the art classification prob-
lem. We observe that inner augmentation generally outperforms
its outer counterpart. However, the horizontal flip is less benefi-
cial compared to the other tested techniques, which is arguably
due to the asymmetric shapes of instruments. In one distortion
setting, style transfer is the best outer augmentation technique and
it is even competitive to the best inner data augmentation meth-
ods. Additionally, we observe that style transfer gains additional
accuracy points applied on the top of the traditional augmentation
techniques. We obtain the best result through the combined ap-
plication of all techniques and improve the baseline result up to 7
points in accuracy.

Training Source
In the previous section, we observed that style transfer is

beneficial as a data augmentation technique. However, these re-
sults do not show whether artificial artworks can completely sub-
stitute authentic ones in the training phase. To answer this ques-
tion, we now use the MIMO dataset as a main training source and
complement it with increasingly large subsamples of the Minerva
dataset. From Figure 6, it is clear (when no examples of Min-
erva are added) that photorealistic images can not substitute the
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The results (accuracy) obtained on the Minerva test set in the
experiments with different distortions. Minerva is utilized as
a main training source and the columns (2, 3, 4) correspond
to the source of augmentation. The column Both corresponds
to the experiments, where MIMO and Minerva were utilized as
the source of augmentation. The row BL corresponds to the
baseline experiment, where no distortions were applied. The
row ST corresponds to the experiments with style transfer and
the row MD corresponds to the multiple distortion setting.

Distortion Minerva MIMO Both
BL 73.17
Zoom 77.53 73.90
Rot 76.13 75.07
Shear 76.27 75.50
Shift 78.53 75.27
Flip 75.13 73.00
ST 77.23 76.40
MD 77.33 74.43 78.13
MD + ST 78.87 75.50 81.10

artworks in the classification problem, as the accuracy is substan-
tially lower than 73 percent (when 400 examples of Minerva are
added and MIMO is not used at all). Additionally, we can ob-
serve that the performance of the DCNNs greatly depends on the
amount of in-domain data, which is not unexpected. However,
style transfer applied to MIMO certainly improves the perfor-
mance, in comparison to the case when the only training source is
Minerva.

Figure 6. The results obtained on the Minerva test set. The model is

trained on the distorted MIMO dataset with different amount of examples

(undistorted) from the Minerva dataset added. The “no” line corresponds to

the case where the MIMO dataset is not distorted. The baseline corresponds

to the case where only the Minerva dataset is used in the training set. The

line ST corresponds to the experiments with style transfer.

Inference
Figure 7 and Figure 8 demonstrate how DCNNs trained on

artworks react to style transfer distortions. As shown in Fig-
ure 7, DCNNs show better results for photorealistic images of

musical instruments than for artificial artworks. When we trans-
fer artistic styles to photorealistic images, we may expect the ar-
tificial artworks to be more similar to the artworks. However,
we can observe opposite trends. Additionally, we can see that
higher degrees of style transfer negatively affects the ability of
the DCNNs to recognize photorealistic depictions of musical in-
struments. From Figure 8, we can observe that the style transfer
distortion in the in-domain test set still causes degradation in per-
formance. However, both figures show that if we add any degree
of such distortion to the training data, it renders the DCNNs robust
to these changes. Therefore, we may additionally observe that the
DCNNs perceive artworks and artificial artworks in a very differ-
ent manner.

Figure 7. The results obtained on the MIMO test set distorted by style trans-

fer. The “w” axis corresponds to different degrees of weights interpolation for

style transfer in the test set. The model is trained on Minerva augmented

with inner style transfer. The “no” line corresponds to the Minerva training

set without distortions. The baseline corresponds to the MIMO test set and

the Minerva training set without distortions (in both of them).

Figure 8. The results obtained on the Minerva test set distorted by style

transfer. The “w” axis corresponds to different degrees of weights interpo-

lation for style transfer in the test set. The model is trained on the Minerva

dataset augmented with inner style transfer. The “no” line corresponds to

the Minerva training set without distortions. The baseline corresponds to the

Minerva test set and training set without distortions (in both of them).
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Negative Transfer From Heritage Domain
Figure 9 compares two weights initialization for DCNNs

(Rijksmuseum vs. ImageNet). Pretraining on ImageNet is much
more beneficial for our task compared, to the Rijksmuseum
dataset initialization.

Figure 9. Comparison between two initialization approaches (Rijksmu-

seum vs. ImageNet) for the experiment where only one distortion is applied.

The DCNN pretrained on ImageNet outperforms the DCNN pretrained on Ri-

jksmuseum in all cases. Therefore, we observe how training from in-domain

data can lead to worse transferability.

Discussion
Many GLAM (Galleries, Libraries, Archives, and Muse-

ums) institutions rapidly go through a process of digitization of
their cultural heritage collections that leads to publicly available
datasets of artworks. However, not many institutions can afford
the digitization due to high cost of annotations. The digital her-
itage domain obviously differs from the general domain, where
untrained annotators can often be resorted to, and, hence, requires
high-skilled subject experts that manually annotate large collec-
tions. Additionally, DCNNs require large datasets for training
from scratch and are highly sensitive to the amount of training
data available [54]. Therefore, computational approaches that im-
prove DCNNs when tackling small datasets are in high demand
and can help the institutions to significantly speed up large-scale
cataloguing campaigns.

Style transfer has proved to be an effective data augmenta-
tion applied to in-domain data. In this case, in-domain images
are distorted with other styles from the same dataset to make a
DCNN more robust. We also tackled this problem from another
perspective and tried to create more in-domain-like examples. We
investigated the effectiveness of style transfer as a data augmen-
tation. The results demonstrate that both inner and outer style
transfer are highly effective and can be applied in combination
with conventional data augmentation techniques.

Arguably, the human eye perceives artificial artworks as very
similar to photorealistic depictions and artificially generated art-
works might help to improve classification performance. There-
fore, it raises another question if DCNNs perceive artworks and
artificial artworks similarly. In this case, artworks can be sub-
stituted by artificial artworks. When we transfer styles to photo-
realistic images, we may expect the artificial artworks to become
more similar to the artworks. However, a DCNN fine-tuned on the

artistic images is a better predictor for photorealistic images than
for artificially stylized artworks. Therefore, the DCNN considers
artificial artworks less similar to the artworks than photorealis-
tic images. Additionally, we showed that a DCNN fine-tuned on
artificial artworks performs substantially worse compared to real
artworks. Consequently, art classification is still very much de-
pendent on the availability of in-domain data. Disappointingly,
this highly appealing idea of artificial artworks that could have
helped in substitute artistic work did not work out well.

In artwork classification, DCNNs pretrained on artworks
look appealing due to initialization from ImageNet may seem to
be too general. However, similarity of target tasks also matters
for the transferability of pretrained networks [55] that may lead
to negative transfer [16]. In the previous section, we observed
an example of negative transfer, when pretraining on in-domain
data does not lead to better results. We are not first who observe
this collision. Romero et al. [56] conducted classification of hu-
man body parts in the medical domain and found that pretraining
on in-domain data from another part of the body has little advan-
tage compared to Imagenet. Cetinic et al. [38] demonstrated that
transferability of deep representations for art classification is task
dependent. Sabatelli et al. [42] demonstrated transferability from
the in-domain initialization across similar tasks is better than from
ImageNet. However, we observe that transferability across differ-
ent tasks even in the same domain may be not preserved.

Conclusion
This paper investigated the potential of style transfer as well

as the usage of external photorealistic data sources for image clas-
sification in the artistic domain. As a novel contribution, we have
compared inner and outer style transfer to conventional data aug-
mentation techniques. Unsurprisingly, we observed that almost all
of the tested data augmentation techniques improve classification
performance. Even conventionally augmented, external data from
the photorealistic domain consistently helped to gain additional
accuracy points. We demonstrated that outer style transfer is the
best outer augmentation method and inner style transfer is com-
petitive to other inner augmentation methods. Additionally, we
showed both types of style transfer are beneficial to apply in ad-
dition to conventional data augmentation. We used style transfer
as a method to generate artificial artworks from photorealistic im-
ages and investigated if these artworks could substitute authentic
depictions from the art domain. However, while we observed that
these artificial artworks can help to improve results, they should
not be used as the only source of training data. In future work, we
shall investigate the effect of style transfer to larger, more skewed
classification problems, that are meaningful to art historians and
consider a more inclusive range of objects (such as varieties of
fruits and mammals in the visual arts). Likewise, the application
of style transfer in object detection is high on our agenda.
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