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Abstract
We present an ensemble approach for the de-
tection of sarcasm in Reddit and Twitter re-
sponses in the context of The Second Work-
shop on Figurative Language Processing held
in conjunction with ACL 20201. The ensem-
ble is trained on the predicted sarcasm proba-
bilities of four component models and on ad-
ditional features, such as the sentiment of the
comment, its length, and source (Reddit or
Twitter) in order to learn which of the com-
ponent models is the most reliable for which
input. The component models consist of an
LSTM with hashtag and emoji representations;
a CNN-LSTM with casing, stop word, punctu-
ation, and sentiment representations; an MLP
based on Infersent embeddings; and an SVM
trained on stylometric and emotion-based fea-
tures. All component models use the two
conversational turns preceding the response as
context, except for the SVM, which only uses
features extracted from the response. The en-
semble itself consists of an adaboost classifier
with the decision tree algorithm as base estima-
tor and yields F1-scores of 67% and 74% on
the Reddit and Twitter test data, respectively.

1 Introduction

In this paper, an ensemble approach for the detec-
tion of sarcasm in social media data is described.
The ensemble was designed in the context of The
Second Workshop on Figurative Language Process-
ing held in conjunction with ACL 20201. It was the
goal of the shared task to create a robust sarcasm
detection model for tweets and Reddit comments
and investigate the role of conversational context
in automatic sarcasm detection models.

Detecting sarcasm can be a challenging task, not
only for machines, but also for humans, because
sarcasm is subjective and culturally dependent, and
because an utterance on its own can be both sar-
castic and non-sarcastic (Ghosh et al., 2018; Joshi

1https://sites.google.com/view/figlang2020/

et al., 2017). Context is therefore vital for a cor-
rect interpretation of a comment on social media
(Wallace et al., 2014). For example, “Well done,
guys!” generally has a positive meaning, whereas
it is used sarcastically in the context of a social me-
dia post about the governments mismanagement.
Therefore, conversational context is used in our
approach described below to identify sarcasm.

2 Related research

In this section, recent advances and papers related
to sarcasm detection are described. The first ad-
vance is related to automatic annotation methods
where the annotators use computational methods to
obtain the labels (Joshi et al., 2017), for instance by
searching for “#sarcasm” in tweets (e.g. González-
Ibáñez et al. (2011)). Automatic labelling is often
preferred to manual labelling, because it is faster,
cheaper, allows for the creation of larger data sets,
and because the author of an utterance knows best
whether it was meant sarcastically or not. Note
that automatically annotated data can contain more
false positives and/or false negatives than manually
labeled data if the labeling method is not robust
enough. An automatic method was used to label the
data used in the present study and a more detailed
description of that data can be found in Section 3.

A second advance in the field of sarcasm detec-
tion are pattern-based features (Joshi et al., 2017).
This term refers to using linguistic patterns as fea-
tures. For example, Riloff et al. (2013) use the
pattern “presence of a positive verb and a nega-
tive situation” (e.g., “I love queueing for hours”)
as a feature. They hypothesized that this pattern
is highly indicative of sarcasm. Their approach
achieved an F1-score of 51%.

Similarly, Van Hee et al. (2018) hypothesized
that sentiment incongruity within an utterance sig-
nifies sarcasm. They did not only consider explicit
expressions of sentiment, but also attempted to
deal with sentiment implicitly embedded in world

https://sites.google.com/view/figlang2020/
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knowledge. To achieve this, the annotators gath-
ered all real-world concepts that carried an implicit
sentiment and labeled them with either a “positive”
or “negative” sentiment label (e.g., “going to the
dentist”, which is usually associated with a negative
sentiment). Three approaches were then proposed
that implemented these implicit sentiment labels.
None of these approaches, however, outperformed
the baseline (70% F1-score). Thus, although sar-
casm can be seen as an expression of sentiment,
this study showed that successfully implementing
sentiment in a classifier is not trivial.

A third advance in the sarcasm detection field is
using context as feature (Joshi et al., 2017). Three
types of context can be distinguished: author con-
text, e.g., (Joshi et al., 2016), conversational con-
text, e.g., (Wang et al., 2015), and topical context,
e.g., (Wang et al., 2015). Author context refers
to the name of the author of the comment. The
intuition behind using this type of context is that
one individual uses sarcasm more regularly than
another individual and can therefore improve the
performance of sarcasm detection models. Conver-
sational context, on the other hand, refers to the
conversational turns preceding (or following) the
relevant utterance. As mentioned in the introduc-
tion, this type of context can clarify whether an
utterance is sarcastic or not if that utterance can
be perceived as both. Finally, topical context is
used, because it is hypothesized that certain top-
ics (e.g., religion or politics) trigger more sarcastic
responses than other topics.

Further, previous research has shown that for
statistical models, SVM performs best (Joshi et al.,
2017, 2016; Riloff et al., 2013). Conversely, the
most successful deep learning algorithms are long-
short term memory (LSTM) networks and convo-
lutional neural networks (CNN) (Ghosh and Veale,
2016; Amir et al., 2016).

More recently, Ghosh et al. (2018) presented an
LSTM network with sentence-level attention heads
that achieved the state-of-the-art performance: they
reported F1-scores of 84% for sarcastic comments
and 83% for non-sarcastic comments. The goal of
their study was to investigate the role of conversa-
tional context in sarcasm detection and their experi-
ments suggested that conversational context signif-
icantly improves the performance of their model.

Joshi et al. (2017) provide a survey of previous
sarcasm detection studies and can be consulted for
a more extensive overview of related research.

3 Data

The training data comprises 5,000 tweets and 4,400
Reddit comments, and was annotated automatically
(Khodak et al., 2018; Ghosh et al., 2018). Each
comment or “response” is accompanied by its con-
text, i.e., an ordered list of all previous comments
in the conversation, and a binary label indicating
whether the response is sarcastic. Both the Twitter
and Reddit data are balanced.

The test data contains 1,800 tweets and the same
number of Reddit comments. Similar to the train-
ing data, the test responses are accompanied by
their conversational context, and are balanced. In
all instances, user mentions and URLs are replaced
with placeholders: “@USER” and “<URL>”, re-
spectively. All data that was used in the present
study was provided by the organizers of the work-
shop. However, the participating teams were al-
lowed to collect extra data if desired.

4 Methodology

Four component models were used to construct the
ensemble classifier. All of these models use conver-
sational context as feature, with the exception of the
SVM model described in Section 4.1.3, which fo-
cuses only on stylometric and emotion-based prop-
erties of the response. All other models use the
two conversational turns preceding the response
as context, since this was the minimum amount of
context that was provided for each response.

4.1 Component models
4.1.1 LSTM
Preliminary studies showed that non-word features
have a noticeable effect on sarcasm transparency.
For example, hashtags and emojis were used as
signifiers to modify the rest of a sentence. A bidi-
rectional LSTM model was used to recognize these
modifications in relation to the main embedded vo-
cabulary and predict binary sarcasm (Zhou et al.,
2016).

Context and response words were vectorized
using pretrained GloVe embeddings (Penning-
ton et al., 2014). Emojis were embedded us-
ing Emoji2Vec (Eisner et al., 2016). All words
were then further embedded using an RNN model,
trained on tweets from the Chirps corpus to pre-
dict hashtags (Shwartz et al., 2017); comparable to
a sentence summarization task (Jing et al., 2003),
which contributed to the Reddit task as well as
Twitter, by using base text alone.
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These 3 embedding layers were combined for
the bidirectional LSTM to iterate over. To mitigate
overfitting, dropout was applied two times and opti-
mized: (i) to the embedding layers, and (ii) within
the LSTM layers. Finally the concatenated output
was passed to a sigmoid layer for prediction.

4.1.2 CNN-LSTM
This model uses word embeddings of the response
and context pretrained with GloVe embeddings
(Pennington et al., 2014)), and punctuation, cas-
ing, sentiment and stop word features. The punc-
tuation features contain the absolute and relative
numbers of exclamation marks, quotation marks,
question marks, periods, hashtags, and at-symbols
in the response. Conversely, the casing features
comprise the absolute and relative numbers of up-
percase, lowercase and other characters (e.g. digits)
in the response. The sentiment features, obtained
with NLTK’s Vader sentiment analyzer (Bird et al.,
2009), are represented by a negative, neutral, pos-
itive, and global sentiment score of both the re-
sponse and its context. Finally, stop word features
were obtained by constructing a count vectorizer
with scikit-learn (Pedregosa et al., 2011) out of
NLTK’s English stop word list.

The response and context word embeddings
were twice fed to a sequence of a convolutional
layer with max pooling, and to a bidirectional
LSTM layer. The other feature vectors were each
passed to a dense layer. To avoid overfitting,
dropout was applied and optimized after each em-
bedding, convolutional, LSTM, and dense layer.
Finally, the outputs of all of the above were con-
catenated and passed to a sigmoid layer for predic-
tion.

4.1.3 SVM
In this approach, the response messages were rep-
resented through a combination of part-of-speech
(POS) tags (obtained using the StanfordNLP li-
brary (Qi et al., 2018)), function words (i.e., words
belonging to the closed syntactic classes2), and
emotion-based features from the NRC emotion lex-
icon (Mohammad and Turney, 2013). From this
representation, n-grams (with n from 1 to 3) were
built. Character n-gram features (with n from 1 to
3) were added as a separate feature vector. This ap-
proach captures the stylometric and emotion char-
acteristics of a textual content and is described in
detail in (Markov et al., 2020).

2https://universaldependencies.org/u/pos/

The features were weighted using the term fre-
quency (tf) weighting scheme and fed to liblinear
SVM with optimized parameters (the optimal lib-
linear classifier parameters were selected: penalty
parameter (C), loss function (loss), and tolerance
for stopping criteria (tol) (based on grid search).
The liblinear scikit-learn (Pedregosa et al., 2011)
implementation of SVM was used.

4.1.4 MLP

This model consists of simple multi-layer percep-
tron (MLP) classifier based on sentence embed-
dings from the Infersent model developed by Face-
book (Conneau et al., 2017). Infersent is trained on
natural language inference data, which is a motiva-
tion to use this model in our ensemble approach,
since it might spot the logical discrepancies that
often play a role in creating and detecting sarcasm.
Infersent works with GloVe or Fasttext word em-
beddings as input and gives a 4092-dimensional
sentence embedding. For this task we concatenated
the response and context embeddings (with GloVe)
and fed the resulting 8184-dimensional vector to
an MLP with Relu non-linearity and a sigmoid at
the end for classification. This was attempted with
different architectures among which a [8184-2048-
128-16-2] composition showed the best results.

Before they were converted to embeddings, the
responses and their context were preprocessed as
follows: hashtags were added as descriptions at the
end of the string and links were removed.

4.2 Ensemble

We used 10-fold cross-validation to train the com-
ponent models. For each fold, the predicted vali-
dation labels were stored in a dataframe. This al-
lowed us to collect predictions for all comments in
the training data without the models being trained
on the comments for which they predicted the la-
bel. These predictions were then used to train the
ensemble model, which consisted of a decision
tree classifier implemented as the base estimator
in a scikit-learn adaboost classifier. In addition
to the predicted labels, the character length of the
response and context, their source (Twitter or Red-
dit) and NLTK’s Vader sentiment scores for the
response and its two preceding turns were used as
features, so that the ensemble could learn which
component model was the most reliable and for
which input (e.g., long positive tweet as response
and short negative tweet as context).

https://universaldependencies.org/u/pos/
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5 Results

In this section, the performance of the component
models and of the ensemble model are described.
The models were evaluated on the Reddit test set
and Twitter test set separately, and F1-score was
used as the official evaluation metric.

In Table 1, the 10-fold cross-validation precision,
recall, and F1-score of the component models on
the training data can be found. The ensemble itself
yields precision, recall, and F1 scores of 77.2%,
76.9% and 76.9% under 10-fold cross-validation
(Reddit and Twitter combined). Table 2 represents
an overview of the scores obtained on the held-out
evaluation set by the different component models
and the ensemble architecture.

From these results, it can be concluded that the
ensemble model has higher precision, recall, and
F1-score than the models in isolation. This sug-
gests that the ensemble does not simply predict the
same label as the overall best performing compo-
nent model, but learns which model performs best
and when. What component model is globally the
most robust, depends on the type of data (Reddit
or Twitter) and on the setting (training or test data).
Nevertheless, each component model contributes
to the results and therefore seems to capture dif-
ferent sarcasm characteristics, as evidenced by the
increase in performance when all the models are
combined through the ensemble and by an ablation
study we conducted: removing any of the compo-
nent models results in a decrease in performance.

Further, the results show that both official test
sets contain comments that are, on average, more
challenging to classify than the training data, since
the 10-fold cross-validation scores (Table 1) are
substantially higher than the scores on the official
test sets (Table 2). Moreover, it can be observed
that all models achieve lower scores on Reddit com-
ments than on Twitter comments. Since not only
recall, but also precision are lower for all models,
this does not only suggest that sarcasm is more
challenging to detect, but that it is generally more
difficult to distinguish between non-sarcastic and
sarcastic utterances in Reddit comments. One plau-
sible explanation for this imbalance is that tweets
are limited in length, whereas Reddit comments
are not. Therefore, the models may have more dif-
ficulties with interpreting the context in the longer
Reddit comments, resulting in a lower performance.
However, more research is needed to determine
why Reddit comments are more challenging to clas-

Reddit Twitter
Model Pre Rec F1 Pre Rec F1
LSTM 64.3 64.0 63.8 75.6 75.2 75.2

CNN 62.1 62.0 62.0 76.1 75.9 75.9
SVM 64.2 64.2 64.2 74.5 74.4 74.4
MLP 65.1 65.3 65.1 74.1 74.9 73.9

Table 1: Precision (%), recall (%), and F1-score (%) of
the component models on the training data under 10-
fold cross-validation.

Reddit Twitter
Model Pre Rec F1 Pre Rec F1
LSTM 63.6 63.7 63.5 67.7 68.0 67.5

CNN 59.1 59.1 59.1 67.1 67.2 67.0
SVM 62.0 62.0 62.0 66.6 66.7 66.5
MLP 60.2 61.9 58.6 68.3 68.3 68.3
Ens. 67.0 67.7 66.7 74.1 74.6 74.0

Table 2: Precision (%), recall (%), and F1-score (%) of
the models on the official evaluation data.

sify than tweets.

6 Conclusion

We described an ensemble approach for sarcasm
detection in Reddit and Twitter comments. The
model consists of an adaboost classifier with the
decision tree algorithm as base estimator and learns
the sarcasm probabilities predicted by four differ-
ent component models: an LSTM model that uses
word, emoji and hashtag representations; a model
that uses CNNs and LSTM networks to learn word
embeddings, and dense networks to learn punctu-
ation, casing, sentiment and stop word features;
an MLP based on Infersent embeddings; and an
SVM approach that captures the stylometric and
emotional characteristics of sarcastic content. All
component models (except SVM) use conversa-
tional context to make predictions, namely the two
turns preceding the response.

The sarcasm probabilities used to train the en-
semble were obtained by training the component
models using 10-fold cross-validation and saving
the labels predicted for the validation set in each
fold. In order to learn which model performs best
and for what input, the ensemble also uses the
lengths, the source and sentiment scores of the
response and context as features.

The ensemble yields F1-scores of 67% and 74%
on the Reddit and Twitter test data, respectively.
The imbalance between the Reddit and Twitter
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scores is consistent in all component models, sug-
gesting that the Reddit data is inherently more chal-
lenging to classify. However, more research on
why this is the case is needed. Future work may
also include experimenting with other component
models to improve the overall performance of the
ensemble.
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