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STYLENE: an Environment for Stylometry and 
Readability Research for Dutch 
This report provides a practical introduction to the use of the interface 
and corresponding backend system that was developed in the context 
of the Stylene project. The goal of that project was to implement a 
robust, modular system for stylometry and readability research on the 
basis of existing methods, and the development of a web service that 
allows researchers in the humanities and social sciences to analyze 
texts with this system.  

 

 

WEBSITE: http://www.stylene.be 
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Preface 

The last decade has seen an increase in research on computational stylometry, the subarea of natural 
language processing that concerns itself with the categorization of texts according to psychological 
and sociological properties of their authors (Daelemans, 2013). Also called text profiling, this research 
tries to develop systems, mostly based on text analytics techniques, that combine natural language 
processing and machine learning methods. These systems are trained to determine whether the 
author of a text is male or female, her education level, region of origin, personality, and even mental 
health, whether she is a native speaker or not, and many other potentially useful attributes. Of course, 
authorship attribution research has existed for a long time, and is in a sense the limit case of 
computational stylometry: supposing that everyone has a unique idiolect or “stylome” (Van Halteren 
et al, 2005), it should be possible to assign texts to specific authors for whom models of their stylome 
exist.  

Another useful type of information that can be extracted from text using the text analytics approach is 
the readability of the text. Readability research and the development of automatic techniques to 
determine text readability already dates back to the early years of the last century. However, due to 
the progress made in domains such as natural language processing and machine learning, new 
readability prediction techniques are starting to be developed which not only take into account 
superficial text characteristics such as word and sentence length. Current approaches model lexical, 
syntactic, semantic and discourse complexity, while also taking into account shallow traditional text 
characteristics. Furthermore, the focus has shifted from using the formulas to select reading material 
for children or L2 language learners to assessing the readability of a variety of text types with other 
user groups or applications in mind.     

This report provides a practical introduction to the use of the interface and corresponding backend 
system that was developed in the context of the Stylene (Stylometrie en Leesbaarheid voor het 
Nederlands; An environment for stylometry and readability research for Dutch) project. The goal of 
that project was to implement a robust, modular system for stylometry and readability research on 
the basis of existing methods, and the development of a web service that allows researchers in the 
humanities and social sciences to analyze texts with this system. The project was funded by the 
Flemish ministry for Economics, Science, and Innovation (EWI). The system was developed over 
2010-2012 in a cooperation between the CLiPS1 and LT32 research groups, and was coordinated by 
Walter Daelemans. The interface can be found at: http://www.stylene.be  

There are three sub-interfaces: (i) a popularization interface intended to provide basic insight in what 
stylometry can do; (ii) a readability interface that allows input of texts and provides elementary and 
more advanced feedback on the readability of the text; (iii) a machine learning interface that allows 
basic experiments in computational stylometry.  

In this report we will describe the use of the different interfaces and some of the underlying methods 
and approaches. In appendix we also provide documentation about the stand-alone system for 
machine learning based stylometry that underlies the third interface, but that allows more options 
and flexibility as a stand-alone system than can be accessed from the interface. 
                                                             
1 http://www.clips.ua.ac.be 
2 http://lt3.hogent.be/en/ 
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1 The Stylometry Popularization Interface 

Computational Stylometry is not yet well-known outside computational linguistics and the specialized 
digital humanities research. In order to educate interested lay persons and humanities colleagues 
about the possibilities (and limitations) of the approach, an interface was designed at CLiPS by Walter 
Daelemans and Vincent Van Asch and developed and implemented by the latter to help a general 
audience understand computational stylometry in an easy and fun way. An early version was tested 
out successfully during the 2011 “Wetenschapsweek” (Science Week) with secondary school pupils, 
and afterwards extended. There has been a large interest for the interface (around 50 visitors per 
month) and quite some media attention. Figure 1 shows the start screen. Input can be provided either 
by cut and paste or through file upload. In both cases the input should be raw text (uploaded files 
should have .txt extension).  The demo will only give complete output in browsers that are HTML-5 
compatible and that allow Javascript. For practical reasons, cut and paste input is limited to 4000 
characters and file upload to 300 sentences. 

 

Figure 1. Start screen of the stylometry popularization interface. 

After entering a text and clicking on ‘analyze’, the software returns a screen with didactic information 
about the general approach taken in stylometry, and information about different stylometric aspects 
of the text provided. In Figure 2, introductory information is given about the analysis (users can click 
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through to sample linguistic analyses of the data) and a visual representation of the distribution of 
words in the text over part of the features used in the system (the full feature representation can be 
clicked on as well). Darker features represent more frequent features. For the linguistic analysis, Frog 
was used (Van den Bosch et al, 2007). As features, token unigrams were used and the LIWC features 
(Pennebaker and Francis, 1996; Pennebaker et al, 2001; Pennebaker et al, 2007).  

 
Figure 2. Stylometry popularization interface: output (general). 

Figures 3-5 show the additional information that is provided by the demo system: a guess of the 
gender of the author (based on a simple svm model using all features and trained on part of the CGN 
data, Corpus Gesproken Nederlands, 2004) (Figure 3); a guess of the register of the text (Figure 4, 
based on a small corpus that is collected solely for this demo); and a representation of the closeness to 
samples of the work of a random selection of different Dutch and Flemish authors (Figure 5, based on, 
on average,  the first 11,000 tokens of one of their novels). The gender infobox is the result of 
assessing the proportion of male and female labels of 71 vectors that are in the vicinity of the vector 
that is based on the input. Using cosine similarity. The other two infoboxes are based on the Dice 
coefficient between the different (normalized) vectors.  
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Figure 3. Stylometry popularization interface: output (gender). 

 
Figure 4. Stylometry popularization interface: output (Genre). 
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Figure 5. Stylometry popularization interface: output (Distance to authors). 

It should be noted that the models used are simplified, and that we don’t have any scientific claims 
about the selection of genres and authors, and about the meaning of the output of the system. The 
only goal of this interface is to show what computational stylometry is, and provide a feeling for the 
type of information it uses and the type of output it produces. 
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2 The Readability Interface 

Automatic readability prediction has a long and rich tradition. Research in the 20th century, fueled 
especially by educational purposes, has resulted in a large number of readability formulas. Typically, 
these yield either an absolute score (Flesch, 1948; Brouwer, 1963) or a grade level for which a text is 
deemed appropriate (Dale and Chall, 1948; Gunning, 1952; Kincaid et al., 1975) and are based on 
shallow text characteristics such as average word and sentence length and word familiarity.  

In this readability demo, we present a re-implementation of several readability formulas and propose 
a new readability method which does not only take into account superficial text characteristics, but 
also takes into account syntactic text complexity.  The software underlying the interface was 
developed in the framework of a project sponsored by the University College Ghent.  Substantial 
contributions to the readability prediction system were made by Orphée De Clercq, Philip van Oosten, 
Dries Tanghe, and Veronique Hoste. The interface was developed by Herwig De Smet and Orphée De 
Clercq. Figure 6 shows the start screen of the demo. Input can be provided either by cut and paste or 
through file upload. In both cases the input should be raw text. The uploaded files should have the .txt 
extension. 

 

Figure 6. Start screen of the readability demo 
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First (Figure 7), the user is presented some general text characteristics of the text he/she entered, 
such as average word and sentence length, the number of polysyllable words, the percentage of 
frequently used words and the type token ratio (measure indicating lexical density).   

 

 

 
Figure 7. General text characteristics of the entered text 

In a second step, a number of readability formulas are applied to the text which was entered by the 
user. A readability formula is a mathematical formula intended for indicating the difficulty of text. 
The formula typically consists of a number of variables, which are characteristics of the text (as 
displayed in Figure 7), and constant weights. The following text characteristics are used in the 
formulas displayed in the Readability Interface: 

• avgnumsyl: Average word length in number of syllables.  

• avgsentencelen: Average sentence length in number of words. 

• avgwordlen: Average word length in number of characters.  

• freq77: Percentage of words also found in a Dutch word list with a cumulative frequency of 77%. 
The list is based on a list ordered by descending frequency in the “27 Miljoen Woorden 
Krantencorpus 1995”, which is available through the HLT agency at 
http://tst.inl.nl/en/producten. 

• psw: Percentage of sentences per word. 

• ttr: Type/token ratio, the number of unique words divided by the total number of words. 

• freq3000: Percentage of words not on the Dale-Chall (1948) word list. The Dale-Chall word list 
contains 3000 of the most frequent words in the English language. 

• avgpolysylsent: Average number of words of 3 or more syllables per sentence. 

• ppolysylword: Percentage of words of three or more syllables.  

• ratiolongword: Ratio of words of more than 6 characters.  
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In our interface, we compute a number of readability formulas which are designed for either Dutch 
(Douma, 1960; Brouwer, 1963; Staphorsius, 1994), English (Dale and Chall, 1948; Flesch, 1948; 
Gunning, 1952; Senter and Smith, 1967; McLaughlin, 1969; Coleman and Liau, 1975; Kincaid et al., 
1975) or Swedish (Björnsson, 1968). As it has been shown by van Oosten et al. (2010), that there is a 
strong correspondence between the readability formulas intended for different languages, all 
readability formulas are displayed in the interface independently of the language they aim to model. 

The following readability formulas are displayed in the interface: 

For Dutch: 
• Leesindex Brouwer (195 - 2 x avgsentencelen - 67 x avgnumsyl) 
• Flesch-Douma (207 - 0.93 x avgsentencelen - 77 x avgnumsyl) 
• CILT: Cito leesindex technisch lezen (114 + 0.28 x freq77 - 12 x avgwordlen) 
• CLIB: Cito leesbaarheidsindex voor het basisonderwijs  (46 +  0.47 x freq77 - 6.6 x 
avgwordlen - 0.37 x ttr + 1.4 x psw) 

 
For English: 
• Flesch Reading Ease (207 - avgsentencelen - 85 x avgnumsyl) 
• Dale-Chall Reading Grade Score  (0.16 x freq3000 + 0.05 x avgsentencelen + 3.6) 
• Coleman-Liau Index (5.9 x avgwordlen - 0.3 x avgsentencelen - 16) 
• Flesch-Kincaid Grade Level (0.39 x avgsentencelen + 12 x avgnumsyl - 16) 
• Gunning Fog Index (0.4 x (avgsentencelen + ppolysylword)) 
• ARI: Automated Readability Index  (4.7 x avgwordlen + 0.5 x avgsentencelen - 21) 
• SMOG: Simple Measure of Gobbledygook: √(30 x avgpolysylsent) + 3.1 

 
For Swedish: 
• Läsbarhetsindex Björnsson: avgsentencelen + ratiolongword 

Figure 8 displays the results of the different formulas for a text which was entered by the user. The 
last column gives information on the scale on which the formulas are calculated. For some formulas 
(all English formulas except for Flesch Reading Ease, the Swedish formula and the Dutch CLIB and 
CILT), a higher score applies to a more difficult text and a lower score to a more readable text. Their 
slope is considered positive. For the other formulas, viz. Flesch-Reading Ease, Flesch-Douma and 
Leesindex Brouwer, the situation is exactly opposite and the slope is considered negative. 
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Figure 8. readability scores for entered text 

As an alternative to the readability formulas which only base their readability judgement on shallow 
text characteristics such as word and sentence length, we designed a corpus-based readability 
prediction system. In order to compile the gold standard underlying the system, two web applications 
were designed to collect readability assessments for Dutch and English texts: one that is intended 
exclusively for language experts and one that is open to the general public. Both applications are 
available under the following link: http://lt3.hogent.be/tools/.  

Figure 9 gives an overview of these text scores assigned to texts by the experts and the crowd. The red 
line in both figures shows how our corpus-based readability prediction system, called Hendi, scores 
the text compared to the other texts in the corpus. More information on the Hendi system is given in 
De Clercq et al. (2013).  
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Figure 9: Hendi readability score of the text under consideration in comparison to the expert and crowd readability 
assessments of all texts in the training corpus  

Two flavors of the Hendi system are integrated in this interface: a system which mainly relies on 
lexical text characteristics, and a second system which also integrates information on the syntactic 
complexity of the text. In the latter system, the syntactic information as displayed in Figure 10 is 
taken into account. As the parsing of the text may take some time, this calculation is performed offline 
and a pdf report is sent to the user as soon as the text is fully processed.   
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Figure 10. Syntactic information calculated on the basis of the dependency tree of the sentence under consideration 
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3 The Stylometry Learning Interface 

De Stylometry Machine Learning (ML) interface makes possible experiments following the full text 
categorization approach to stylometry: it allows the linguistic analysis of Dutch language documents, 
the extraction of features used regularly in the research literature, creation of instances for ML 
experiments using these features, and the ML experiments themselves. The functionality of the 
underlying stand-alone system on which this interface is based was designed by Walter Daelemans 
and implemented by Herwig De Smet. We will describe here the different steps to use it in turn. The 
interface itself contains helpful hints, examples, and information as well. The system available 
through the interface has reduced functionality compared to the full stand-alone system that is 
described in the appendix.  

First provide your email address in the appropriate field of the interface so that results can be sent to 
that address. Then apply the following procedure. 

STEP 1. PREPARING AND UPLOADING YOUR DATA FOR TRAINING 

The goal of a supervised ML experiment is to use examples of some mapping to learn a model that 
generalizes to other similar data. For example, on the basis of a number of texts we know to have been 
written by Willem Elsschot and other texts written by other authors, we train a machine learning 
method to learn a model of the style of Elsschot. Afterwards we can test the accuracy of this model by 
applying it to texts that we did not use for training. The interface therefore makes a distinction 
between a Training run and a Testing run. You start with uploading data for training.  

Suppose we want to do a stylometry experiment predicting the gender of the author of tweets. We 
create a directory with two subdirectories (one for male, one for female), and put the “train” tweets 
each in a separate file in their corresponding subdirectory. All files should be .txt files with utf8 
encoding. After creating a .zip file by compressing this directory (a directory that has as many 
subdirectories as classes and with the texts belonging to each class in their corresponding 
subdirectory), this archive can be uploaded for training. After uploading, a result screen is presented 
indicating successful uploading and providing an identity number for further use. 

STEP 2. DEFINING THE EXPERIMENTAL PARAMETERS 

To set up the way the data you uploaded will be treated in building a model about style, several types 
of information have to be provided. First of all, a name has to be provided for the corpus (i.e. the data) 
that you have uploaded. E.g., Elsschot-1 or Gender-twitter etc. This could for example be the name of 
the top directory in which you provided subdirectories with training texts.  

Next, up to three “analyses” can be provided. An analysis in this context is a specific definition of the 
information that will be used to represent the text for the ML algorithm (the so-called document 
representation or instance definition). To define an analysis, select a type, n-gram size, and frequency 
counting method. Analysis types supported are token (the tokenized words occurring in the text), 
character (the characters occurring in the text), lemma (the lemmatized tokens in the lext), and pos 
(the part of speech, or grammatical category, of the words in the text). The n-gram size refers to the 
length of the sequences that we take into account. E.g. for characters, n set to 3 would select all the 
character trigrams occurring in the text. A sentence such as “Give me a break!” would result in the 
following character trigrams: “=Gi, Giv, iv=, =me, me=, =a=, =br, bre, rea, eak, ak=, =!=”. 
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Analogously, when selecting n = 2 with tokens would result for the same sentence in the token 
bigrams “= Give, Give me, me a, a break, break !, ! =”. Additional information to be provided for each 
analysis is the frequency count type which can be absolute (how many times does a particular feature, 
for example the character trigram “=!=” occur in the document) or relative (what is the proportion of 
the occurrences of this feature in all the occurrences of all features in the document). 

For each analysis specified, two datasets will be generated: one where document representations 
consist of binary vectors, and one where they consist of numeric vectors (where the numeric values 
are absolute or relative as selected by the user). In addition a dictionary is provided with the selected 
features for that experiment, their position in the document vector, and their frequency. 

STEP 3. SELECTING THE FEATURES 

The document representation defined in the previous step can be very large. In the “filter” step, this 
set of features can be reduced to a manageable number on the basis of frequency, informativeness or a 
combination of both.  

There are three filters that can optionally be selected. If none is selected, all features will be used. The 
total set filter allows defining a frequency band. For example, we might be interested in selecting the 
10% most frequent features (set upper percentage to ten and leave lower percentage at 0), the 50% 
least frequent features (set upper percentage to 0 and lower percentage to 50), or the middle band (in 
case you want the features that are neither very frequent or infrequent). In that case both thresholds 
could be set to 20, for example. Remember that “features” refers in this context to the items generated 
for the document representation, such as character trigrams or lemma bigrams. 

Not all features are equally relevant for distinguishing between classes. Statistical and information-
theoretic methods such as chi-squared and information entropy can be used to analyze the degree in 
which a particular feature (e.g. the character trigram ‘=!=’) can differentiate between the classes. The 
two remaining filters order the features according to relevance as defined by these methods and allow 
the selection of a percentage of these most relevant features.  

All that remains to be done now at this stage is indicating whether you want document features to be 
computed (average word length, average sentence length, average number of syllables, number of 
hapax legomena, number of hapax dis legomena and readability), which Machine Learning algorithm 
you want to use, and which document representation you want to use (binary or numeric). By clicking 
start, the whole process will be activated and an id generated. 

By email you will receive a zip file that contains all instance vectors for the analyses and filters you 
have chosen for the current training run. The mail also contains a unique identifier that is used as a 
link between the training run and a test run you may want to perform in relation to this training run. 

STEP 4. TESTING 

With the identifier provided, you can enter the stylene machine learning interface again, this time 
with a test data set submitted in the same format as the training data. The trained model will be 
applied on the test data provided and an analysis will be returned. 

By email you will receive a zipfile that contains all the instance vectors that have been generated for 
this testrun. 
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3.1 Using the interface for text analysis only (optional) 

In case you are interested only in parsing your text(s), it is possible to go to the Frog parser interface, 
and submit an archive of texts (again following a zip archive format now with one directory of files to 
be analysed) that will then only be parsed. No ML models will be built in that case and with each 
input file in the archive, a Frog output file will appear with the parsed input text. The Frog parser is 
also accessible from the Readability interface. The Frog parser used for this project is frozen at 
version 0.12.15 (c) ILK 1998 - 2012 to prevent compatibility issues in the future. 
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4 Conclusion 

The Stylene project, funded by EWI and executed by the CLiPS and LT3 research groups, resulted in a 
number of resources, assembled behind a single interface, that we hope will prove useful for different 
categories of users. People interested in the computational linguistics applications of stylometry and 
readability can analyze texts and be educated about the types of analysis that these research fields 
apply. Users in the digital humanities can test the automatic text categorization approach to 
stylometry in a user friendly interface suited for exploratory research. Whereas the first stylometry 
interface is based on simplified models, the readability interface and the machine learning of 
stylometry interfaces fall back on state of the art software for Dutch. In addition, the interface 
provides an easy access to the state of the art Dutch text analysis software package Frog. 
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Appendix I.  Manual Stand-Alone System 

The Stylene workflowmanager is a Java application which processes a corpus of documents that 
belong to specific classes, and generates instance vectors from them that can be used as training and 
testing data for Machine Learning.This manual describes the important parts of the application and 
how to use them and adjust the parameters that manage the procedure. 

How to run the program? 

To run the program, open a command line window, go to the folder where stylene.jar is located 
and type the following command: 

 java -jar stylene.jar 

The executable jar first looks for a configuration file (configuration.xml). If this file is in the same 
folder as the jar, the jar will find it. If not, you have to specify the path to the file as an argument.  

 java -jar stylene.jar /home/projects/stylene/configuration.xml 

The following 4 files have to be present in the same folder as the jar: 

startparameters.xml parameters that manage the process 

startparameters.xsd validation of startparameters.xml 

logback.xml                             default path for Logback for Java 

styleneruns.xml  keeps track of all the workflow runs 
 

WHAT IS IN CONFIGURATION.XML? 

The entries in this file contain the paths to the components the application needs. 

<properties> 
       <entry key="main-path">/home/nlpsoftware/stylenerun/</entry> 
 <entry key="start-parameters path">/home/nlpsoftware/stylenerun/startparameters.xml</entry> 
 <entry key="start-parameters-xschema-path">/home/nlpsoftware/stylenerun/startparameters.xsd</entry> 
 <entry key="logback-path-standalone">/home/nlpsoftware/stylenerun/</entry> 
 <entry key="log-path">/home/nlpsoftware/stylenerun/log/stylenerun.log</entry> 
 <entry key="data-path">/home/nlpsoftware/stylenerun/data/</entry> 
 <entry key="xsl-path">/home/nlpsoftware/stylenerun/xsl/</entry> 
 <entry key="frog-path">/usr/bin/</entry> 
 <entry key="svm-path">/usr/bin/</entry> 
 <entry key="timbl-path">/usr/bin/</entry> 
 <entry key="weka-path">/usr/bin/</entry> 
</properties> 

   

• main-path: the main path of the application. 
• start-parameters-path: the path to the file startparameters.xml (see below). 
• start-parameters-xschema-path: the path to the file startparameters.xsd, which is used 

for validation of the startparameters (see below). 
• logback-path-standalone: the path to the file logback.xml that contains the parameters for 

the logback framework. 
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• log-path: the path to the log file. 
• data-path: the folder where the data has to be copied to (below). 
• xsl-path: the folder that contains the xsl code. 
• frog-path: the path to an installed version of Frog. 
• svm-path: the path to an installed version of svm. 
• timbl-path: the path to an installed version of timbl. 
• weka-path: the path to an installed version of weka. 

  

What is in startparameters.xml ? 

In this file you have to specify the values of all the parameters which will guide the workflow, before 
actually starting the run. The language used is xml. When the application starts, it first reads the 
entries in this file and validates them to the XSchema defined in startparameters.xsd. If 
something goes wrong in this validation step, the process cannot start. The error is logged and shown 
to the user. 

Below is a list of all the entries in the file, together with all possible values. 

<run-type>train</run-type> 

Before you start the application, you have to split up your corpus in a training and a test set. In a 
Stylene workflow, you first let the application generate instance vectors for the training set which can 
then be processed by a machine learner. In the test phase, the same procedure is followed, but now 
for the test set. In the run-type element you specify whether this is a training run or a test run. 

Possible values:  test | train 

<UUID-training-run>fd615280-9ceb-4de0-aaab-2302bac680b4</UUID-training-run> 

For each workflow run, an entry is made in styleneruns.xml. For a training run, a unique id is 
saved in the element UUID of the entry. This id will be the link between a training and a test run. 

If you are doing a training run, UUID-training-run is ignored. For a test run, you have to copy the 
UUID of the corresponding training run into UUID-training-run. 

<run-number>1</run-number> 

The number of the run for this corpus. This allows for multiple runs on the same corpus, but with 
different parameters. 

<corpus-name>personae corpus</corpus-name> 

 The name of the corpus. 

<number-of-classes>3</number-of-classes> 

As will be described below, you have to organize your documents into classes. Each class corresponds 
to a folder on the hard drive. Here you specify the number of classes. 
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<parsers> 
    <parser> 
        <name>frog</name> 
    </parser> 
</parsers> 

If your documents are plain text files, they first have to be parsed. In the current version, only the 
Frog parser is supported. If you want parsing to be applied, use this element. If not, leave it out. 

Possible values: frog 

<parse-table> 
    <number-of-columns>10</number-of-columns> 
    <separation-character>tab</separation-character> 
</parse-table> 

This entry contains information about the structure of the parsed documents. In the current version 
of Frog, the number of columns is 10, and each entry is separated by a tab character. 

<analyses>       
    <analysis> 
        <name>token</name> 
        <n>2</n> 
        <column>1</column> 
        <count-type>absolute</count-type> 
    </analysis> 
    <analysis> 
        <name>character</name> 
        <n>2</n> 
        <column>1</column> 
        <type>sentence</type> 
        <count-type>relative</count-type> 
    </analysis> 
    <analysis> 
        <name>lemma</name> 
        <column>1</column> 
        <count-type>absolute</count-type> 
    </analysis> 
    <analysis> 
        <name>pos</name> 
        <n>2</n> 
        <column>1</column> 
        <count-type>absolute</count-type> 
    </analysis> 
    <analysis> 
        <name>skipgram</name> 
        <n>2</n> 
        <skip-n>3</skip-n> 
        <column>1</column> 
        <count-type>absolute</count-type> 
    </analysis> 
</analyses> 

Here you specify which analyses you want to apply to your documents. For each analysis element, the 
following values have to be specified: 

name of the analysis: 

 token | lemma | pos | character | skipgram 
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n value: 

 The level of n-gramming 

column in the parsetable: 

 The column in the parsetable that contains the element to be analysed 

 count-type: absolute frequencies or relative (normalized) frequencies: 

 relative | absolute 

For the character analysis, you have to specify the level at which n-gramming will be applied: 

  word | sentence | document 

For the skip-gram analysis, you have to specify the number of the element which has to be skipped. 

<meta-analyses> 
    <meta-analysis> 
        <name>Text Statistics</name> 
        <column>2</column> 
    </meta-analysis> 
</meta-analyses> 

In the current version, you can specify only 1 type of meta-analysis, the text statistics or document 
features. If you want this analysis to be applied you have to enter the element. If not, leave this 
element out. 

<filters> 
    <filter> 
        <name>total set</name> 
        <range>                                
            <!-- Either index or percentage, not both ! --> 
            <index> 
                <upper>0</upper>                                                            
                <lower>100</lower> 
            </index> 
            <percentage> 
                <upper>100</upper>        
                <lower>98</lower> 
            </percentage>                                                                                         
        </range> 
    </filter> 
    <filter> 
         <name>chi square</name> 
         <cut-off>100</cut-off> 
         <validity-cut-off>2</validity-cut-off> 
    </filter> 
    <filter> 
        <name>information gain</name> 
        <cut-off>25</cut-off> 
        <validity-cut-off>2</validity-cut-off> 
        <gain-weighted status="on" weight="0.8"/> 
    </filter> 
</filters> 

The filters element determines which n-grams will be used to generate the instance vector files. If 
you don’t want to apply filtering, leave this element out. 
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The total set of n-grams is always the starting point. This list is sorted on frequency. For each 
specified filter a separate instance vector file is generated. 

Possible values: 

 total set | chi square | information gain 

TOTAL SET 

You can give a range of n-grams that have to be used in 2 ways. If you use index, you give an upper 
and a lower limit that corresponds to the position in the total set. If you use percentage you do the 
same, but in percentages. 

 CHI SQUARE 

The chi square values are computed on the total set. The result is a list of n-grams, sorted on 
descending chi square values. The cut-off value determines which top range of n-grams you want to 
use for the instance vectors. The validity-cut-off determines how many times an n-gram has to 
occur in a class to apply for inclusion in the chi square list. 

INFORMATION GAIN 

The information gain values are computed on the total set. The result is a list of n-grams, sorted on 
descending information gain values. The cut-off value determines which top range of n-grams you 
want to use for the instance vectors. The validity-cut-off determines how many times an n-gram 
has to occur in a class to apply for inclusion in the information gain list. In the gain-weighted 
element you can specify if you want to weight the information gain values by the frequency of the n-
gram, and by how much. 

<engines>        
    <engine> 
        <name>svm</name> 
        <run>off</run> 
    </engine>                  
    <engine> 
        <name>timbl</name> 
        <run>off</run> 
    </engine> 
    <engine> 
        <name>weka</name> 
        <run>off</run> 
    </engine>                  
</engines> 

In the engines element you can specify for which machine learning engines you want instance 
vectors to be generated. 3 formats are supported: SVM, Timbl and Weka. 

Possible values: 

 svm | timbl | weka 

In the name element you write the name of the engine, and in the run element whether you want to 
run the engine after the instance vectors have been generated. 
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<pruning> 
    <frequency>0</frequency> 
    <percentage>0</percentage> 
</pruning> 

During the analyses you can apply pruning to the results. If you use this optional element, the 
number of n-grams that you specify will not be taken into account. In the case of frequency, all n-
grams at total set level with a frequency smaller or equal to the value will be pruned. In the case of 
percentage the amount of n-grams with the smallest frequency that corresponds to the value will be 
pruned. Frequency overrules percentage. 

 <precision digits="5"/> 

 
The precision element determines the decimal places used in the calculations. 

Folder organization 

 The Stylene workflow manager expects a specific structure of the folders on the hard drive, as shown 
below: 

 

  

In the folder uploadfiles you have to copy your documents, for each class a folder. 

Each run gets its own temporary folder. The name of this folder starts with Workflow, followed by a 
unique id, the runtype and the name of the corpus. The steps that are followed by the application are 
reflected in the names of the subfolders and the files. 

 

uploadfiles contains a copy of the classes and the documents. 
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In parsetables the parser will put its results. If your files have already been parsed, they will be 
copied to this folder. 

ngrams contains the n-grams, for each analysis and for all documents. 

frequencies contains the frequencies of the n-grams, for each analysis. 

statistics contains the results of the chi square and information gain computations. 

instances contains the generated instance vectors and the dictionaries. 

All files have a meaningful name. 

Document features 

If the meta-analysis has been executed, instance vectors of the document features will be generated 
and saved in the instances folder, with corresponding dictionaries. 

7 document features are calculated: 

• AverageSentenceLength: the average number of words per sentence in the document. 

• AverageWordLength: the average number of characters per word in the document. 

• AverageNumberOfSyllables: the average number of syllables per word in the document. 

• NumberOfHapax1: the number of words that occurs 1 time in the document. 

• NumberOfHapax2: the number of words that occurs 2 times in the document. 

• ReadabilityScore:  
206.835 - (1.015 * AverageSentenceLength) - (84.6 * AverageNumberOfSyllables) 

• TypeTokenRatio: the  number of types / the number of tokens. 

Logging 

All important steps in the process are logged to the console and to a logfile. The path to the logback 
configuration file and to the logfile itself are in the file configuration.xml. Each log entry contains 
a timestamp and a statement: 

21 Oct 2012 -- 09:05:16.444 - INSTANCE VECTORS for N_GRAM_TOKEN_1 

 


