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Abstract

On the basis of results on three corefer-
ence resolution data sets we show that
when following current practice in com-
paring learning methods, we cannot re-
liably conclude much about their suit-
ability for a given task. In an empiri-
cal study of the behavior of representa-
tives of two machine learning paradigms,
viz. lazy learning and rule induction
on the task of coreference resolution we
show that the initial differences between
learning techniques are easily overruled
when taking into account factors such
as feature selection, algorithm parame-
ter optimization, sample selection and
their interaction. We propose genetic al-
gorithms as an elegant method to over-
come this costly optimization.

1. Introduction

A central question in machine learning research,
and more specifically in machine learning of lan-
guage research is to determine which are the
learning algorithms best suited for a given task.
Given the ‘no free lunch’ (Wolpert & Macready,
1995) theorem, this suitability has to be deter-
mined experimentally, most often in comparative
experiments. In most comparative machine learn-
ing experiments, two or more algorithms are com-
pared for a fixed sample selection, feature selec-
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tion, feature representation, and (default) algo-
rithm parameter setting over a number of trials
(cross-validation), and if the measured differences
are statistically significant, conclusions are drawn
about which algorithm is better suited and why
(mostly in terms of algorithm bias). Sometimes
different sample sizes are used to provide a learn-
ing curve, and sometimes parameters of (some of
the) algorithms are optimized on training data,
but this is exceptional more than common prac-
tice. Many empirical findings, though illustrative,
are observations on experiments in which one or
two variables are alternated, but in which no over-
all optimization is undertaken (Mooney (1996),
Lee and Ng (2002) and others).

In this paper, we show that there is a high
risk that other areas in the experimental space
may lead to radically different results and conclu-
sions. We propose genetic search as an elegant
method to overcome the computationally expen-
sive optimization. Applied to the specific test
case of coreference resolution, we experiment with
two machine learning methods and discuss some
methodological issues involved in running a com-
parative machine learning (of language) experi-
ment. We will empirically show that changing
any of the architectural variables (such as algo-
rithm parameters, information sources, sample se-
lection) can have great effects on the performance
of a learning method.

The remainder of this paper is organized as fol-
lows. Section 2 introduces and motivates our test
case task, coreference resolution and gives a short
overview of the data sets and features. Section 3
presents the two machine learning packages which



we used in our experiments and discusses differ-
ent factors which can influence a machine learning
(of language) experiment. In Section 4, we con-
tinue with a discussion of the feature selection,
the parameter optimization and sample selection
experiments. Section 5 reports on the use of a
genetic algorithm for joint optimization. We con-
clude with some general observations in Section 6.

2. The task of coreference resolution

Coreference can be considered as the act of using
a referring expression to point to some discourse
entity. Written and spoken texts contain a large
number of coreferential relations and a good text
understanding largely depends on the correct res-
olution of these relations. In the following sen-
tences, for example, it is the task of coreference
resolution to link “they” to “The kidnappers”.

In 1983 Alfred Heineken and his driver
were kidnapped. The kidnappers
asked a ransom of 43 million guilders.
A modest sum, they thought.

Machine learning approaches, especially super-
vised ones, have become increasingly popular
for this problem: the C4.5 decision tree learner
(Quinlan, 1993) as used by McCarthy (1996) and
Soon et al. (2001), the RIPPER rule learner (Co-
hen, 1995) as in Ng and Cardie (2002) or a
memory-based learner (Daelemans et al., 2002)
as in Hoste (2005).

For the experiments, we selected all noun phrases
in the English MUC-6 (MUC-6, 1995) and MUC-7
(MUC-7, 1998) corpora and the Dutch KNACK-
2002 corpus (Hoste, 2005). In order to detect
these noun phrases, we performed tokenization,
part-of-speech tagging and NP chunking. On
the basis of these preprocessed texts, we selected
positive and negative instances for the training
data. Positive instances were made by combin-
ing each anaphor with each preceding element in
the coreference chain (a set of noun phrases refer-
ring to the same discourse entity). The negative
instances were built by combining each anaphor
with each preceding NP which was not part of any
coreference chain and by combining each anaphor

with each preceding NP which was part of an-
other coreference chain. This resulted in a highly
skewed data set. For example, out of the 171,081
training instances in the MUC-6 data merely 6.6%
were positive ones. Besides merging all NPs into
one single train and test set, we also built 3
smaller datasets, each specialized in one NP type
(pronouns, proper nouns, common nouns).

For our coreference resolution system, we used a
combination of positional features (features indi-
cating the number of sentences/NPs between the
anaphor and its possible antecedent), morpholog-
ical and lexical features (such as features which
indicate whether a given anaphor, its candidate
antecedent or both are pronouns, proper nouns,
demonstrative or definite NPs), syntactic features
which inform on the syntactic function of the
anaphor and its candidate antecedent and check
for syntactic parallelism, string-matching features
which look for complete and partial matches and
finally several semantic features. For a detailed
overview of the features, we refer to Hoste (2005).

The validation experiments were performed using
ten-fold cross-validation on the available training
data. In order to have an idea of the performance
on the minority class, we evaluated the results of
our experiments in terms of precision, recall and
Fg. Coreference resolution was selected as test
case task for the experiments, since it implies a
typical language learning task with many excep-
tional and low-frequency cases. Furthermore, as
discussed earlier coreference resolution data sets
are also highly skewed and consist of instances
with some informative features and many uninfor-
mative ones (see for example Soon et al. (2001)).

3. A lazy and an eager learner

We experimented with two machine learning tech-
niques on the task of coreference resolution: the
lazy learning implementation TIMBL (Daelemans
et al., 2002) and the eager rule induction method
RIPPER (Cohen, 1995). The learning biases of
these two approaches provide extremes in the ea-
gerness dimension in ML (the degree in which
a learning algorithm abstracts from the training
data in forming a hypothesis). The motivation for



the choice of a lazy or an eager learning bias may
be understandability of learned models or abstrac-
tion from noise (eager) or the possibility of learn-
ing from low-frequency or untypical data points
(lazy) to name but a few. But comparing two or
more algorithms on a specific task is complex. In
Figure 1, a characterization of this complexity is
given.
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Figure 1. Graphical representation of the aspects influenc-
ing a (comparative) machine learning experiment. The
filled lines and the dashed line represent the experiments
reported in this paper. The dashed line also refers to pre-
vious research on sample size of Banko and Brill (2001).

Apart from the algorithm bias, many other factors
potentially play a role in the outcome of a ma-
chine learning experiment. One of these factors is
the data set, viz. the sample selection and its
size (Banko & Brill, 2001). Also the selection of
high-quality training instances has an important
effect on predictive accuracy. Furthermore, class
imbalances in the selected data set can also af-
fect classification results. Another influential fac-
tor are the information sources used: the fea-
tures selected for prediction, and their rep-
resentation (e.g. binary, numeric or nominal).
The presence of irrelevant features can consider-
ably slow the rate of learning and have a negative
effect on classification results. Furthermore, most
learning algorithms have a number of algorithm
parameters which can be tuned. These factors
also interact: a feature selection which is optimal
with default parameter settings is not necessar-
ily optimal when changing the algorithm param-
eters. The optimal algorithm parameters for a

skewed data set will not necessarily be optimal
when changing the class distribution in the data.

In the following section, we will show that per-
formance differences due to algorithm parameter
optimization, feature selection, and sample selec-
tion can easily overwhelm the performance differ-
ences reported between algorithms in comparative
experiments. Due to the large number of experi-
ments performed, we will mainly discuss the ob-
served tendencies which hold for all data sets.

4. The effect of optimization
4.1. Searching the feature space

Although the search for disambiguating features
is central in the machine learning research for
coreference resolution and for NLP tasks in gen-
eral, there is no general practice to also consider
the complex interaction between all these infor-
mation sources. For our experiments, we used
two automated techniques for the selection of
the relevant features, viz. backward elimination
(John et al., 1994) and bidirectional hill-climbing
(Caruana & Freitag, 1994). Table 1 gives the re-
sults of these experiments for TIMBL and RIPPER
on the MUC-7 data sets. It shows that (i) the
algorithm-comparing differences can be overruled
by the algorithm-internal performance differences
and that (ii) especially TIMBL can benefit from
feature selection which is mainly due to the em-
bedded feature selection in the construction of the
rules in RIPPER and the fact that TIMBL does not
take into account dependencies between features.

With respect to the selected features, no general
conclusions could be drawn. Per data set and
per selection procedure, a different feature set is
selected by each learner, which implies that the
optimal feature selection has to be determined ex-
perimentally for each single data set.

4.2. The effect of parameter optimization

Another factor which can have great effects on
classifier performance is the choice of algorithm
parameter settings. Although both algorithms
provide sensible default settings, it is by no means
certain that they are the optimal settings for our



Table 1. Results of TIMBL and RIPPER on the MUC-7 data sets after backward selection and bidirectional hill-climbing.

TIMBL RIPPER
Prec. | Rec. Fg_1 Prec. | Rec. Fg—1
All default 51.57 | 46.09 | 48.68 || 77.51 | 36.21 | 49.36
backward || 73.98 | 41.26 | 52.98 || 77.49 | 40.34 | 53.06
bi.hill. 75.39 | 42.08 | 54.01(| 77.99 | 40.52 | 53.33
Pronouns default 42.31 | 36.60 | 39.25 || 59.50 | 22.70 | 32.86
backward || 46.86 | 40.89 | 43.67| 59.34 | 26.43 | 36.57
bi.hill. 61.55 | 25.51 | 36.07 || 60.74 | 30.94 | 41.00
Proper nouns default 62.36 | 56.87 | 59.49 || 84.58 | 52.56 | 64.83
backward || 73.92 | 55.54 | 63.43 || 87.08 | 55.22 | 67.59
bi.hill. 85.18 | 54.88 | 66.75(| 88.20 | 51.72 | 65.21
Common Nouns | default 43.06 | 39.17 | 41.03 || 74.56 | 36.76 | 49.24
backward || 52.02 | 39.28 | 44.76 || 76.05 | 40.41 | 52.78
bi.hill. 78.83 | 38.72 | 51.93|| 76.77 | 39.70 | 52.33
70 T T T 80 T T T T
60 - H H . 70 - -
60 |- -
m - -
50 |~ -1
g 40 T o]
£ £ of -
Lok i L
30 |- -
20 |- - ok i
10 = 7 10 E
0 0 1 1 1 1
Pronouns  Proper ~ Common All Pronouns  Proper  Common All
Data set Data set

Figure 2. Results of TIMBL (left) and RIPPER (right) over all parameter settings for all MUC-6 data sets. The graphs show
the difference between the performance obtained with the best and worst parameter settings per data set. The boxes in

the graphs represent averages and deviations.

task. Therefore, we exhaustively varied the algo-
rithm parameter settings for each classifier. For
TIMBL, the following parameters were varied: the
similarity metric (overlap or modified value dif-
ference metric (MVDM)), feature weighting (no
weighting, information gain weighting, gain ra-
tio weighting, ...), neighbor weighing (majority
voting and different distance weighting schemes),
and the k parameter which controls the number of
nearest neighbors. For RIPPER, there was an opti-
mization of the class ordering parameter (+freq,
-freq or mdl), the two-valued negative tests pa-
rameter (-In or nothing), the hypothesis simpli-
fication parameter (0.5, 1 or 1.5), the example
coverage parameter (1, 2, 3 or 4), the parame-
ter expressing the number of optimization passes
(0, 1 or 2) and the loss ratio parameter (0.5, 1,
1.5). Figure 2 displays the Fg—; results of all algo-

rithm parameter optimization experiments for the
MUC-6 data sets. Per algorithm and per data set,
the best and worst scores are displayed, as well as
the averages and deviations.

The long vertical lines in Figure 2 reveal a lot
of variation in the Fg—; results when varying the
algorithm parameters, although the boxes which
are mostly located in the upper area indicate that
the badly performing parameter combinations are
in the minority. A good parameter combination
is crucial. In the MUC-6 common nouns data
set, for example, RIPPER yields an Fg_; score of
17.65% for the combination of the ‘-freq’ ordering
method and the ‘0.5 loss ratio value. Combining
this below zero loss ratio value with the ‘+freq’
or ‘mdl’ ordering methods, however, leads to top
F—1 scores on the validation material. Similar
observations can be made for TIMBL.



Overall, we observed that parameter optimiza-
tion leads to large performance increases for both
learners. Furthermore, we observed that parame-
ters cannot be generalized. The optimal settings
merely reveal some tendencies.

4.3. The effect of sample selection

Coreference resolution data sets reveal large class
imbalances: only a small part of the possible rela-
tions between noun phrases is coreferential. In the
KNACK-2002 cross-validation data, for example,
merely 6.3% of the instances is classified as posi-
tive. Learning performance can be hindered when
learning from these data sets where the minority
class is underrepresented. A central question in
the discussion on data sets with an imbalanced
class distribution is in what proportion the classes
should be represented in the training data. In the
machine learning literature, there have been sev-
eral proposals (see Japkowicz and Stephen (2002))
for adjusting the number of majority class and mi-
nority class examples. Methods include resizing
training data sets or sampling, adjusting misclas-
sification costs, learning from the minority class,
adjusting the weights of the examples, etc.

In order to investigate the effect of class distribu-
tion on classifier performance, we compared the
performance of the classifiers on a variety of class
distributions. We investigated the effect of ran-
dom down-sampling and down-sampling of the
true negatives for both TIMBL and RIPPER. This
was done by gradually downsizing the number of
negatives instances in slices of 10% until there was
an equal number of positive and negative train-
ing instances. These experiments reveal the same
tendencies for the different data sets. As exempli-
fied in Figure 3, we can observe that TIMBL and
RIPPER behave differently. RIPPER is more sen-
sitive to the skewedness of the classes and down-
sampling is beneficial for the RIPPER results. Fur-
thermore, down-sampling only starts being harm-
ful at a high down-sampling level. TIMBL has
shown this tendency only on the “Pronouns” data
set. But no down-sampling level leads to the best
performance over all data sets.

As an illustration of RIPPERS sensitivity to

skewedness, we also varied the loss ratio param-
eter in RIPPER, which allows the user to specify
the relative cost of the false positives and false
negatives. In its default version, RIPPER uses a
loss ratio of 1, which indicates that the two errors
have equal costs. In order to improve on recall,
we varied the loss ratio in RIPPER from 1 (de-
fault) to 0.05. As shown in Table 2 for the differ-
ent KNACK-2002 data, a change of the loss ratio
parameter leads to a large performance increase
over the default settings.

Table 2. Default Fg—; results for the KNACK-2002 data,
in comparison with the highest and lowest scores after
change of the loss ratio parameter (between brackets).

default | high low
ATl 1649 | 60.33 (0.2) | 46.49
Pronouns 50.57 63.49 (0.4) 50.57
Proper nouns 60.21 63.69 (0.06) | 58.61
Common nouns | 36.52 42.68 (0.07) | 36.52

With respect to the specific loss ratio values, we
conclude that no particular value leads to the best
performance over all data sets. This confirms our
findings in the down-sampling, parameter opti-
mization and feature selection experiments, which
also revealed that the optimal parameters and fea-
tures for a given task have to be determined ex-
perimentally per data set.

5. Genetic algorithms for joint
optimization

In a final optimization step we explored the in-
teraction between the previously mentioned fac-
tors. Joint feature selection, sample selection
and parameter optimization is essentially an op-
timization problem which involves searching the
space of all possible feature subsets, sample sub-
sets and parameter settings to identify the com-
bination that is optimal or near-optimal. Given
the combinatorially explosive character of this
type of joint optimization, we have chosen for ge-
netic algorithms (GA, e.g. Goldberg (1989) and
Mitchell (1996)) as a computationally feasible way
to achieve this. One of the advantages of genetic
algorithms in contrast to local search methods
such as hill-climbing, gradient based and simu-
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Figure 3. Cross-validation results in terms of precision, recall and Fjz—; after application of TIMBL and RIPPER on the
MUC-6 data with a randomly down-sampled majority class. The test partitions keep their initial class distribution.

lated annealing methods is that they explore dif-
ferent areas of the search space in parallel, which
might be a reasonable strategy for problems with
a large number of parameters and features. GAs
contain at any time a population of candidate so-
lutions to the optimization problem to be solved.
For the experiments, we used a generational ge-
netic algorithm with the evaluations distributed
over a cluster of computers using the Sun Grid
Engine queuing system. The following GA pa-
rameters were used and kept constant: maximal
number of generations=30, population size=10,
uniform crossover (crossover rate=0.9), tourna-
ment selection (selection size=2), discrete (muta-
tion rate=0.2) and Gaussian mutation (k and loss
ratio). Fj—; was used as fitness function. We are
aware that the optimization problem we are try-
ing to solve with a genetic algorithm also applies
to the GA itself.
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Values: 0,1 optimization Lossratio Class test Hypothesis
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In the experiments, the individuals were repre-
sented as bit strings. Each individual contains

particular values for all algorithm settings and for
the selection of the features. For example, for RIP-
PER, the features are encoded as binary alleles.
At the end of the chromosome, the different algo-
rithm parameters are represented. Through the
variation of the loss ratio parameter, which con-
trols the relative weight of precision versus recall,
a down-sampling effect can be obtained.

The GA optimization experiments confirm the
tendencies observed in the optimization experi-
ments in the previous section. As exemplified for
the KNACK-2002 data in Figure 4, we could ob-
serve for all data sets that the performance dif-
ferences inside one single learning method can be
much larger than the method-comparing perfor-
mance differences. In their default representation,
for example, TIMBL and RIPPER yield a 46.8%
and a 46.5% Fp—; score, respectively. Optimiza-
tion leads to a large performance improvement
for both learners and to a reversed supremacy:
55.7% for TIMBL and 61.7% for RIPPER. In con-
clusion, we can state that we cannot draw conclu-
sions of one classifier being better on a particular
task than another classifier, when only taking into
account default settings or limited optimization.



F-beta
40 50
1

30
|

20
|

+ Al
Pronouns
Proper nouns
o - Common nouns

0 5 10 15 20 25 30

Generations

o] +
3
o+
TR Ivgas,
4 + +
IS + + +
o
—
+ Al
Pronouns
Proper nouns
o - Common nouns
0 5 10 15 20 25 30

Generations

Figure 4. Results of TIMBL (left) and RIPPER (right) for the KNACK-2002 data sets during GA optimization.

These observations, however, are not limited
to the task of coreference resolution. In ear-
lier work (Hoste et al., 2002; Daelemans et al.,
2003), we came to similar conclusions for the
task of word sense disambiguation, the prediction
of diminutive suffixes and part-of-speech tagging.
Furthermore, this effect of optimization is not
limited to natural language processing datasets.
We performed experiments on 5 UCI benchmark
datasets! and we came to similar conclusions as
on the NLP data sets. These effects explain why
in the machine learning of natural language liter-
ature, so many results and interpretations about
the superiority of one algorithm over the other are
contradictory. We show that there is a high risk
that other areas in the experimental space may
lead to radically different results and conclusions.

Thttp://www /ics/uci/edu/ mlearn/MLRepository.html.

The experiments were performed on “database for fitting
contact lenses” (24 instances), “contraceptive method
choice” (1473 instances), “breast-cancer-wisconsin” (699
instances), “car evaluation data base” (1728 instances)
and “postoperative patient data” (90 instances).

6. Concluding remarks

In this paper, we have investigated the behavior of
two classification-based learning approaches when
learning coreference resolution. We showed that
many factors can affect the success of a classi-
fier, such as the specific ‘bias’ from the classifier,
the choice of algorithm parameters, the selection
of information sources, the sample selection and
the interaction between these factors. We also
showed that optimization can lead to radically
different results, causing much larger classifier-
internal variations than classifier-comparing vari-
ations. These results call into question the useful-
ness of the numerous classifier comparison studies
in the literature. On the other hand, significant
performance increases can be obtained this way.
We conclude that in general, the more effort is put
in optimization, through feature selection, param-
eter optimization, sample selection and their joint
optimization, the more reliable the results and the
comparison will be.
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