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Abstract
This paper explores the use of weighted cusums,a
techniquefound in authorshipattribution studies,for
the purposeof identifying sublanguages.The tech-
nique,and its relation to standardcusums(cumulative
sum charts) is first described,and the formulae for
calculationsgiven in detail. The techniquecompares
textsby testingfor the incidenceof linguistic ‘features’
of a superficial nature, e.g. proportion of 2- and
3–letterwords,words beginningwith a vowel, and so
on, andmeasureswhethertwo textsdiffer significantly
in respectof thesefeatures. The paper describesan
experimentin which14groupsof threetextseachrepre-
sentingdifferentsublanguagesarecomparedwith each
otherusingthe technique.The textsarefirst compared
within eachgroup to establishthat the techniquecan
identify the groupsas being homogeneous.The texts
are then comparedwith each other, and the results
analysed.Taking the averageof sevendifferent tests,
the techniqueis ableto distinguishthesublanguagesin
only 43% of the case. But if the bestscoreis taken,
79% of pairingscan be distinguished.This is a better
result,andthetestseemsableto quantifythedifference
betweensublanguages.
Keywords: sublanguage,genre, register, weighted
cusum.

1 Introduction
This paper concernsa technique which we use to
measurewhether two texts are representativeof the
sametext genreor sublanguage.It is very muchin the
spirit of the well-known work in this field by Douglas
Biber (1988, 1990, 1995),but differs crucially in that
we avoid the explicit selectionof linguistic features
thoughta priori likely to be importantin distinguishing
sublanguages,andinsteaduseasetof low-level features
basedon trivial aspectsof the words such as length
and initial letter. Our techniqueis borrowed from
the neighbouringfield of authorshipattribution (for
an overview of this field seeUle 1982; Smith 1982;
Potter 1991; Burrows 1992; Holmes 1994). It is a
straightforwardcalculation,simple to implement,and
very general in application. It can be used with
fairly small texts. This paperdescribesan experiment

to see whether the technique can be used for the
sublanguageidentification task, even though it was
originally designedfor a somewhatdifferentproblem.

In Somers(forthcoming), we used a technique
called ‘weighted cusums’ to investigatehow well a
parodyof Lewis Carroll had imitated his style. Look-
ing also at other writings by Carroll, including his
‘serious’ mathematicalworks (under his real name,
CharlesDodgson), letters to adults and children, his
diaries, formal and whimsical articles in newspapers,
we foundthatthetechnique,althoughunableto identify
Carroll/Dodgsonastheuniqueauthorof all thetexts,as
the authorshipattribution literaturewould demandand
expect,seemedto beableto grouptogetherhis writings
accordingto genreand/ortopic. Thiswasaninteresting
finding, becausethe technique,as has already been
hinted,measuresthe most banalof linguistic features.
This finding suggestedto us the ideaof theexperiment
reportedin this paper: could the techniquebe usedto
identify sublanguages?

2 Background

2.1 Sublanguage

We will assumethat readersof this paperarefairly fa-
miliar with theliteratureonsublanguage(e.g. Kittredge
& Lehrberger 1982; Grishman & Kittredge 1986),
including definitionsof the notion,history of the basic
idea,and,aboveall, why it is a usefulconcept.Some
readerswill prefer terms like ‘register’ (which Biber
uses);anaffinity with work on genredetectionwill also
be apparent.Becausethereis sometimessomedispute
aboutthe useof the term ‘sublanguage’,let us clarify
from the start that for our purposesa sublanguageis
an identifiable genre or text-type in a given subject
field, with a relatively or evenabsolutelyclosedsetof
syntactic structuresand vocabulary. In recent years,
the availability of large corpora and ‘new’ methods
to processthem have led to renewedinterest in the
question of sublanguageidentification (e.g. Sekine
1997), while Karlgren & Cutting (1994) and Kessler
et al. (1997)havefocussedon thenarrowerbut clearly
relatedquestionof genre.

Our purposein thispaperis to explorea technique
for identifying whethera set of texts ‘belong to’ the

131Somers Use Weighted Cusums to Identify Sublanguages

In D.M.W. Powers (ed.) An Attempt to Use Weighted Cusums to Identify Sublanguages. Harold Somers (1998)  
ACL, pp 131-139.NeMLaP3/CoNLL98: New Methods in Language Processing and Computational Natural Language Learning, 



samesublanguage,and of quantifying the difference
betweentexts: our techniquecomparestexts pairwise
anddeliversa ‘score’ which canbe usedto grouptexts
judgedsimilar by the technique.As we shall seelater,
what is of interest here is that the score is derived
from a simplecountof linguistic featuressuchasword
length and whether words begin with a vowel; yet
this apparentlyunpromisingapproachseemsto deliver
usableresults.

In his well-known study, Biber (1988) took a
numberof potentiallydistincttext genresandmeasured
the incidence of 67 different linguistic features in
the texts to see what correlation there was between
genreand linguistic feature. He also performedfactor
analysis on the features to see how they could be
grouped, and thereby see if sublanguagescould be
definedin termsof thesefactors.

The linguistic features that Biber used1 are a
mixture of lexical and syntacticones,and almost all
require a quite sophisticatedlevel of analysisof the
text data– dictionary look-up, tagging,a parser.They
arepresumablyalso, it shouldbe said,hand-pickedas
featureswhoseusemight differ significantly from one
genreto another. Although Biber gives detailsof the
algorithmsusedto extractthe features,it is not a trivial
matter to replicatehis experiments.

Kessleret al. (1997)makethe samecriticism of
Biber and of Karlgren & Cutting (1994), and restrict
their experimentationon genrerecognitionto “surface
cues”. In their paper they do not give any detail
about the cues they use, except to say that they are
“mainly punctuation cues and other separatorsand
delimiters used to mark text categorieslike phrases,
clauses,and sentences”(p. 34); however, Hinrich
Scḧutze (personalcommunication)haselaboratedthat
“The cues are punctuation,non-contentwords (pro-
nouns,prepositions,auxiliaries),countsof words, [of]
uniquewords, [of] sentences,and [of] characters;and
deviation features(standarddeviation of word length
andsentencelength)”. As we shall seebelow, the use
of superficiallinguistic aspectsof the text is a feature
of the approachdescribedhere.

2.2 Authorship attribution and weighted cusums

Authorship attribution has for a long time been a
significant part of literary stylistics, familiar even to
lay peoplein questionssuchas“Did Shakespearereally
write all of his plays?”, “Who wrote the Bible?”, and

1 Thefeaturescanbegroupedinto “sixteenmajorcategories:(A)
tenseandaspectmarkers,(B) placeandtimeadverbials,(C) pronouns
and pro-verbs,(D) questions,(E) nominal forms, (F) passives,(G)
stativeforms, (H) subordinationfeatures,(I) adjectivesand adverbs,
(J) lexical specificity, (K) specializedlexical classes,(L) modals,
(M) specializedverb classes,(N) reducedor dispreferredforms, (O)
coordination,and(P) negation.”(Biber 1988:223)

so on. With the adventof computers,this oncerather
subjectivefield of study has becomemore rigorous,
attractingalsotheattentionof statisticians,so that now
the field of ‘stylometrics’ – the objectivemeasurement
of (aspects)of literary style – has becomea precise
and technicalscience.

One techniquethat has beenusedin authorship
attribution studies,thoughnot without controversy,is
thecumulativesumchart(‘cusum’) technique,a variant
of which we shall be using for our own investigation.
Sincewe arenot actuallyusingstandardcusumshere,
our explanationcan be relatively brief. Cusumsare
a fairly well-known statisticaldevice usedin process
control. The techniquewasadaptedfor authoridentifi-
cationby Morton (1978)– seealso Farringdon(1996)
– andachievedsomenotorietyfor its usein courtcases
(e.g. to identify fakedor coercedconfessions)aswell as
in literary studies.The techniqueis easyto implement,
and requiresonly small amountsof text.

A cusumis a graphicplot basedon a sequence
of measures. For example, supposewe have a set
of measures

�����������
	�����
������������ �
with a meanvalue of

6. The correspondingdivergences from the mean
are

����������������	�����	�������� �
. The cusum chart plots

not thesedivergences,but their aggregatesum, i.e.����������	�������	�������� �
, the sequenceinevitably endingin 0.

The plot reflects the variability of the measure: the
straighterthe line, the more stable the measure. In
authorshipattribution studies,the cusumchart is used
to plot the homogeneityof a text with respectto a
linguistic ‘feature’ suchasuseof two- andthree-letter
words on a sentence-by-sentencebasis. Two graphs
are plotted,one for the sentencelengths,the other for
the incidenceof the feature, and superimposedafter
scalingso that theycoverroughly the samerange.The
authorshipidentificationtechniqueinvolves taking the
textsin question,concatenatingthem,andthenplotting
the cusumchart. If the authorsdiffer in their use of
the linguistic featurechosen,this will manifest itself
asa markeddivergencein the two plots at or nearthe
point(s)wherethe texts havebeenjoined.

There are a number of drawbacks with this
method, the main one being the manner in which
the result of the test is arrived at, namelythe needto
scrutinizethe plot and useone’s skill and experience
(i.e. subjectivejudgment)to determinewhetherthere
is a “significant discrepancy”at or nearthe join point
in the plot.

A solutionto this andseveralotherproblemswith
the standardcusumtechniqueis offered by Hilton &
Holmes (1993) and Bissell (1995a,b)in the form of
weighted cusums (henceforthWQsums). Since this is
thetechniquewe shallusefor ourexperiments,we need
to describeit in full detail.
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3 Weighted cusums

3.1 The calculations

As in the standardcusum,the WQsum is a measure
of the variationandhomogeneityof useof a linguistic
featureon a sentence-by-sentencebasis throughouta
text. It capturesnot only the relativeamount of useof
the feature,but also whetherits use is spreadevenly
throughoutthe texts in question.

In a WQsum,insteadof summingthe divergence
from the mean � � �"!� for the sentencelengths � and
similarly #�� �$!# for thelinguistic feature# , we sum #�� �%& � � , where

%& , the ‘weight’, is the overall proportion
of featurewords in the whole text, as given by (1).
As Hilton & Holmes (1993) explain, this weighting
meansthat we are calculating“the cumulativesum of
the differencebetweenthe observednumberof feature
occurrencesandthe‘expected’numberof occurrences”
(p. 75). %&$')( # �( � � (1)

As we shallseeshortly,thevariationin a WQsum
can be measuredsystematically,and its statisticalsig-
nificancequantifiedwith somethinglike a t-test. This
meansthat visual inspectionof the WQsumplot is not
necessary.Thereis no need,either, to concatenateor
sandwichthe texts to be compared.For the t-test, the
two texts, A and B, are treatedas separatesamples.
The formula for t is (2).* ' + %&�, � %&�- +. /�01�2�354687:9<;)=�>?�@BA5C6D7 @ (2)

The t-value is, in the words of Hilton & Holmes, “a
measureof the evidenceagainst the null hypothesis
that the frequencyof usageof the habit [i.e. linguistic
feature] under considerationis the same in Text A
andText B. The higher the t-value,the moreevidence
againstthe hypothesis”(p. 76). The formula chosen
for the calculationof variance EF in (2) is given in (3),
wheren is the numberof sentencesin the text.

EFBG�H IJLK I�MONQPR S5T
P
UWV�X7 X K V X Y�Z7 X YOZ�[ GU
P7 X ; P7 X YOZ [

(3)

The resultingvalue is looked up in a standardt-
table,which will tell us how confidently we canassert
that the differenceis significant. For this we needto
know the degreesof freedomv, which dependson the
numberof sentencesin therespectivetexts,andis given
by (4). Traditionsuggeststhat \$]_^ `�a is theminimum
acceptableconfidencelevel, i.e. the probability is less

than5% that the differencesbetweenthe textsaredue
to chance. b HcJ�d ; J�efKhg (4)

3.2 The linguistic features

A point of interestfor us is that both the cusumsand
WQsumshave beenused in the stylometricsfield to
measurethe incidenceof linguistically banal features,
easily measuredand counted. The linguistic features
proposedby Farringdon(1996:25), and used in this
experiment,involve the numberof words of a given
length,and/orbeginningwith a vowel,aslistedin Table
1.

Table 1 Linguistic features
identified by Farringdon(1996:25).

Habit Abbreviation

Two- and three-letterwords lw23
Two-, three-and four-letterwords lw234

Three-andfour-letterwords lw34
Initial-vowel words vowel

Two- and three-letterwordsor
initial-vowel words

lw23v

Two-, three-and four-letterwordsor
initial-vowel words

lw234v

Three-andfour-letterwordsor
initial-vowel words

lw34v

Otherexperimentershavesuggestedcountingthe
numberof nounsand other parts of speech,but it is
not clear if thereare any limitations on the linguistic
featuresthatcouldbeusedfor this test,excepttheobvi-
ousonethat the featureshouldin principle be roughly
correlatedwith sentencelength. In any case,part of
theattractionfor our experimentis that the featuresare
so fundamentallydifferent from the linguistic features
usedby Biber in his experiments,and so will offer a
point of comparison. Furthermore,they are easy to
computeand involve no overheads(lexicons, parsers
etc.) whatsoever.

It is also interestingto notethat the WQsumis a
measureof variation,a typeof metricwhich, according
to Kessleret al. (1997)hasnot previouslyusedin this
type of study.

In authorshipidentification, it is necessaryfirst
to determinewhich of thesefeaturesis “distinctive”
for a given author,and then to test the documentsin
questionfor thatfeature.This is not appropriatefor our
sublanguageexperiment,so for eachtext comparison
we run all seventests.Eachtestgivesusa t-scorefrom
whichaconfidencelevelcanbedetermined.Obviously,
the result over the seven tests may vary somewhat.
For our experimentwe simply take the averageof the
seven t-scoresas the result of text comparison. It
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is not obvious that it makessenseany more to treat
this as a t-score, and in the experimentsdescribed
below we tend to treat it as a raw score, a lower
score indicating cohesion,a higher score suggesting
difference. Neverthelessit is useful to bear in mind
that,giventhedegreesof freedominvolved in all cases
(thetextsareall roughlythesamelength),thethreshold
for significanceis around1.65.

4 The method
Our experimentis to usetheWQsumtestona corpusof
small textswhich we believecanbegroupedaccording
to genre or sublanguage. We gathered15 sets of
different text-types:eachsetof threetexts is assumed
to representa differentsublanguage,andeachtext was
written, as far as we know, by a different author. The
15 groupsof texts were as follows:
blurbs publishers’ announcementsof scientific text-

books
BMJ abstractsof articles appearing in the British

Medical Journal
childrens extractsfrom children’s stories
church articlesfrom local Catholicchurchnewsletters
economy economicreportsfrom a Swissbank
e-mails discussingarrangementof a meeting
footie reportsof soccermatchesfrom the samenews-

paper,samedate
lawreps extractsfrom The Weekly Law Reports
obits obituariesof JacquesCousteau,from different

newspapers
recipes recipesfrom the InternetChef web site
TVscripts Autocue scripts from Central TV News

programmes
tourism extracts from the “Shopping” section of

Berlitz guides
univs descriptionsof ComputerSciencecourses
weather state-widegeneralweatherforecastsfrom US

National WeatherService
xwords setsof cluesto cryptic crosswords

Our first task is to seethat the WQsumtest can
confirm the homogeneityof the text triplets. For each
group of threetexts,we ran our test and averagedthe
t-scoresfor eachgroup. Table2 showsan exampleof
this for the ‘church’ groupof texts. Table3 lists the14
groupstogetherwith someinformationaboutthe texts,
including their ‘homogeneityscore’, an indication of
their length(averagenumberof sentences,andaverage
words per sentence),and their source.

The first thing to note is that all the groupsof
texts are well within the 1.65 thresholdof significant
difference. In other words, the pairwise WQsumtest
for eachgroupfirmly indicateshomogeneitywithin the
groups.

Table 2 WQsumtestresultsfor ‘church’ text set. Scores
marked‘*’ suggesta differencesignificantat ikjml npo .

A–B A–C B–C overall
lw23 0.576 0.388 0.055
lw234 0.131 0.781 0.834
lw34 0.906 0.102 0.843
vowel 1.860* 1.729* 0.489
lw23v 0.256 0.402 0.502
lw234v 0.569 1.211 0.963
lw34v 0.301 0.845 0.683
av’ge 0.657 0.780 0.624 0.687

Table 3 The 15 genres,in order of ‘homogeneity’.
The texts markedWWW were takenfrom the web, BNC

the British NationalCorpus,and ECI the ACL/ECI
CD-rom. Other texts are from my personalarchive.

Group Source Score Av’ge length
sent words

obits WWW 0.440 25.67 19.10
lawreps BNC 0.543 17.00 22.53
emails 0.633 11.00 16.15
univs WWW 0.659 21.33 24.87
church BNC 0.687 18.00 19.39
xwords 0.696 29.67 7.11
TVscripts BNC 0.755 18.00 14.88
BMJ BNC 0.802 19.00 17.19
economy ECI 0.889 19.33 20.50
weather WWW 0.890 24.33 9.69
recipes WWW 0.976 26.00 7.68
tourism 0.987 27.33 18.22
blurbs WWW 1.083 11.67 23.00
childrens BNC 1.174 26.00 11.99
footie WWW 1.175 19.00 35.59

We now proceedto compareall the texts with
eachother, pairwise. It is fortunatethat the WQsum
procedureis so simple,sincethis pairwisecomparison
involves a hugenumberof iterations: eachtext com-
parisoninvolvessevenapplicationsof theWQsumtest,
eachgroupcomparisoninvolvesninetext comparisons,
andthereare105 pairwisegroupcomparisons,making
a total of 6615 tests. In the following sectionwe will
attemptto summarizethe findings to be had from this
large body of data.

5 Results
The full resultsof thecomparisonaregiven in Table4.
This table showsthe pairwise averaget-scores,repli-
catedfor easeof consultation.The groupsareordered
asin Table3, so that resultsin the top left-handcorner
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of thetablearebetweenthemosthomogeneousgroups,
resultsin the bottomright the leasthomogeneous.The
scoresgiven on the diagonalarerepeatedfrom Table3
andshowtheaveragescorefor the internalcomparison
of the texts in that group.

This time we are looking for high scores to
supportthehypothesisthattheWQsumtestcanidentify
thetextsasbelongingto differentsublanguages.At first
glancethe resultslook disappointing.If we againtake
a scoreof 1.65 as the notional cut-off point, thenonly
43% (45 out of 105) of the results qualify. On the
otherhand,if we comparethescoreswith thosefor the
group-internalcomparisons(Table3), we mayview the
resultsmorepositively. Theaverage internalscorewas
0.885(s.d. = 0.232),theworstscore1.175;67%of our
scoresare better than that.

One problem stems from averaging the scores
for all the tests. When the WQsum test is used in
authorshipattribution,it is necessaryfirst to determine
which linguistic feature is significant for the author
underinvestigation.Looking at the raw scoresfor our
experiment,we see that very often consistentlyhigh
scoreswith one test areunderminedby low scoreson
others. Table 5 showsan exampleof this, where an
averagescoreof 2.197onthe‘lw34’ testis mitigatedby
insignificantscoreson the other test,giving an overall
averageof 1.074.

Table 5 Raw scoresfor ‘childrens’–‘emails’comparison.

lw23 lw234 lw34 vowel lw23v lw234vlw34v

A-X 2.322 2.596 3.3972.6600.1740.737 0.299

A-Y 0.732 1.896 3.7250.7960.2611.460 1.205

A-Z 0.932 1.253 1.6841.3590.2370.383 0.190

B-X 0.085 1.062 2.8222.2710.9000.129 0.041

B-Y 1.732 0.714 3.0900.9411.2150.553 0.622

B-Z 0.765 0.328 1.6331.3490.9270.070 0.138

C-X 0.648 0.604 1.4603.5530.3420.133 0.522

C-Y 1.420 0.169 1.7951.4490.6920.419 0.455

C-Z 0.314 0.310 0.1712.0580.3430.381 0.714

av’ge 0.994 0.992 2.1971.8260.5650.473 0.465

So an alternativethat suggestsitself is to take
in eachcasethe highest of the averagescoresfor each
linguistic feature,on a pairwisebasis.Thesealternative
resultsare presentedin Table 6, which also showsin
eachcasewhich linguistic featuregavethe bestresult.
Since we are now taking the highest rather than the
averagescorefor the pairwisecomparisons,we should
alsotakethehighestscorefor within-groupcomparison,
which is againshownon the diagonal.As in Table4,
the groupsare orderedfrom ‘best’ to ‘worst’ within-
group score.

The ‘improvement’ in the resultsis considerable:
this time 82 of the 105 results (78%) are abovethe
1.650 threshold. However, taking the highest rather
thantheaveragescorefor thewithin-groupscomparison
leaves four of the groups — ‘TVscripts’, ‘recipes’,
‘tourism’ and‘childrens’ — with scoresabovethe1.65
threshold,anda fifth group,‘weather’,hasa scorevery
closeto this. Thescoresfor thesegroupsareoftenhigh
for comparisonswith othertexts,but theyarealsohigh
for the within-groupcomparison:this suggeststhat the
textsin thesegroupsarenot homogeneous,sowe have
to take this into accountwhen we considerthe results
in the discussionthat follows.

6 Discussion

6.1 Does the WQsum test identify
different sublanguages?

Let us considerfirst the resultsas shown in Table 6.
Our main concern of course is to see whether the
WQsum test can identify and distinguishthe groups.
Taking 1.65 as our threshold,we can rank the groups
accordingto the numberof other groupswith which
eachgetsa pairwisescoreaverageabovethis threshold.
In addition, since the ‘ideal’ situation as far as our
hypothesisgoeswould be for a low within-groupaver-
agescoresuggestinghomogeneity,anda high average
score for comparisonswith other groups, suggesting
distinctiveness,as a further, informal measureof the
extent to which the groups meet this condition, we
candivide theaveragecomparisonscoreby thewithin-
group score. Table 7 showsa ranking of the groups
along theselines.

Thegroupsseemto divide into roughlyfour types.
The first type, groups which support our hypothesis
the best, have a low within-group average,a high
pairwiseaverage,andcaneasilybe distinguishedfrom
most of the other groups. In this group are ‘xwords’,
‘univs’, ‘blurbs’, ‘BMJ’, and ‘economy’. At the other
end of the scale,at the bottom of Table 7, are those
groupswhich canhavea low ‘Sig.’ score.This group
is not necessarilymarkedby a low pairwise average
or a high within-group score: the ‘obits’ group for
examplehas the secondlowest within-group average,
andscoresquitehighly on our informal ratio score.Yet
the WQsumtest cannotdistinguishit from six of the
other groups.

A third type is where the ‘Sig.’ score is high
despite a high within-groupaveragewhich would sug-
gest lack of homogeneity. The ‘recipes’ group, for
example, standsout as a distinct sublanguage,with
highly significantscorescomparedto all othergroups.
Despitethefact thatthewithin-groupscoreis abovethe
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Table 7 The 15 groupsrankedfirst accordingto total of
pairwiseaveragesabovethe 1.65 threshold(‘Sig.’),

and secondlyaccordingto the informal score
describedin the text. An asteriskindicatesa groupwhere

the within-group averageis abovethe 1.65 threshold.

Group Pairwise
average

Within
group

Score Sig.

recipes * 5.558 1.870 2.972 14
xwords 2.380 0.930 2.559 14
TVscripts * 3.527 2.254 1.565 14
univs 3.634 1.507 2.411 13
childrens * 3.631 2.045 1.776 13
blurbs 3.399 1.363 2.494 12
BMJ 3.340 1.555 2.148 12
economy 2.495 1.276 1.955 12
lawreps 2.316 0.866 2.674 10
emails 2.399 1.025 2.340 10
tourism * 2.685 1.815 1.479 10
footie 2.585 1.386 1.865 9
obits 2.369 0.948 2.499 8
church 2.179 1.359 1.603 8
weather * 1.907 1.638 1.164 7

1.65 threshold,suggestinglack of homogeneityamong
the recipes, the averageof the scores for pairwise
comparisonswith other groups is sufficiently high to
compensatethis: asTable6 shows,the averagescores
for recipesareconsistentlyhigh, and often the highest
in any row. This can be contrastedwith the caseof
the ‘church’ group,wherethe within-groupaverageis
below the 1.65 threshold,but so are nearly half the
scoresfor pairwisecomparisons.But the situationcan
alsobe contrastedwith the ‘TVscripts’ and‘childrens’
groups: pairwise scores with all the other groups
indicatesignificantdifferences,but so doesthe within-
group average. This meansthat each TV script or
children’s story seemssignificantly different from all
the other samples,including the other TV scripts or
children’s stories. For the ‘tourism’ group, too, the
scoresfor pairwisecomparisonare aboutthe sameas
the within-groupscore.It so happensthat thesescores
are a bit nearerthe threshold,so we get a 10–4 ‘Sig.’
scoreratherthan14–0, but the conclusionis the same:
the WQsumcannotdistinguishthesesublanguages.

Finally we have the caseof the ‘lawreps’ and
‘emails’, which areinternally homogenous,andcanbe
distinguishedfrom some,butnotall of theothergroups.

Let us now summarizetheseobservations,and
categorizethe four types:

A Good result. Homogeneousand distinctive sub-
language: ‘xwords’, ‘univs’, ‘blurbs’, ‘BMJ’, and
‘economy’.

B1 Distinctive sublanguagethoughinternally lessho-
mogeneous:‘recipes’

B2 Coherentsublanguagethough not always distinc-
tive: ‘lawreps’, ‘emails’

C Distinctive but not coherent: ‘TVscripts’, ‘chil-
drens’

D Not distinguishablefrom other groups: ‘obits’,
‘tourism’, ‘footie’, ‘church’, ‘weather’

Not surprisingly,if we look at an orderedlist of
the individual pairwise scores,we find that the worst
scores(Table8) aremostly betweenthe groupsof type
B2 and D.

Table 8 Ten worst-scoringpairwisecomparisons.

lawreps(B2) obits (D) 0.905
church(D) obits (D) 0.915
church(D) lawreps(B2) 1.020
lawreps(B2) weather(D) 1.086
church(D) emails(B2) 1.139
emails(B2) lawreps(B2) 1.141
blurbs(A) BMJ (A) 1.204
church(D) footie (D) 1.216
footie (D) weather(D) 1.290
footie (D) lawreps(B2) 1.299

This suggeststhat the WQsum test is able to
quantify the similarity of individual groups,aswell as
to distinguishsublanguages.In thisexperimentwehave
takengroups of texts and comparedthem, but in fact
theWQsumalgorithmis designedto work on thebasis
of individual texts. In principle, we could simply take
a pair of texts and use the algorithm to determineto
what extent they are the samesublanguage.It must
be said howeverthat it seemsto makemore senseto
usethe testin the comparative mannerillustratedhere,
for examplecomparingthreetextsto seewhich pair is
mostsimilar. It alsoseemsimportantto havea baseline
scorefor anestablishedgroupof textsbelongingto the
samesublanguage.

6.2 Reservations and future directions

A very shorttime beforethe final versionof this paper
was due to be delivered, a further possibility came
to our notice. Tweedie& Donnelly (1996) describe
an alternative,multivariate testusingweightedcusums
to comparemore than two texts. Although we have
not had a chanceto study this proposal,it claims to
give moreaccurateresultsthanthepairwiseapplication
of the WQsumformula that hasbeenreportedin this
paper.An obviousnext stepis to try their proposal.

Also, a furtherstepthatwemight takewouldbeto
answerthe criticism that the scaleof our investigation
is too small. Thefact thatwe havetakenonly three25-
sentencesamplesof eachsublanguageobviouslymeans
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that our conclusionsmust be somewhatlimited. An
anonymousreviewercommentedthat“the textswereso
different,that it shouldn’tbehardat all to discriminate
betweenthem”. The resultsin Tables4 and 6 show
that this is not the caseat all: the groupsthat the test
failed to distinguisharenot necessarilythosewhich to
the humaneye are mostsimilar (seeTable 8), nor are
the successfullyidentifiedgroupsnecessarilythe most
dissimilar. Perhapsthis finding is not so surprising
when we considerthat the linguistic featuresthat are
usedin the test are so superficial: there is no reason
to expectthat the incidenceof words beginningwith
a vowel, for example, would correlate highly with
sublanguagetype. And therein lies the real interest
of this technique: becausethe linguistic featuresare
superficial,it seemsthat there is no intuition that we
can appealto here.

Finally, throughoutthis paperwe have referred
to ‘sublanguage’,and the possibility that our WQsum
algorithmcanidentify differentsublanguages.It seems
that the algorithm can distinguish texts, but it is by
no meansclear what aspectof their differenceit is
capturing. It could for examplebe merely genre, or
someother aspectof sublanguage,that it is capturing
thoughagainintuitionsaredifficult to appealto because
of the superficiality of the linguistic featuresused.We
needto look more closely at the differencesbetween
the text pairs it fails to distinguishand thosewhereit
succeeds,in orderto try to geta feel for what,exactly,
the test is capturing.Nevertheless,we feel that it is an
interestingavenueto explore,themoresoasit seemsto
bequiteunlike theothermethodsdescribedin thisfield.
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