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Abstract
We present the CLiPS Stylometry Investigation (CSI) corpus, a new Dutch corpus containing reviews and essays written by university
students. It is designed to serve multiple purposes: detection of age, gender, authorship, personality, sentiment, deception, topic and
genre. Another major advantage is its planned yearly expansion with each year’s new students. The corpus currently contains about
305,000 tokens spread over 749 documents. The average review length is 128 tokens; the average essay length is 1126 tokens. The
corpus will be made available on the CLiPS website (www.clips.uantwerpen.be/datasets) and can freely be used for academic research
purposes.
An initial deception detection experiment was performed on this data. Deception detection is the task of automatically classifying a text
as being either truthful or deceptive, in our case by examining the writing style of the author. This task has never been investigated for
Dutch before. We performed a supervised machine learning experiment using the SVM algorithm in a 10-fold cross-validation setup.
The only features were the token unigrams present in the training data. Using this simple method, we reached a state-of-the-art F-score
of 72.2%.
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1. Introduction
Research in computational stylometry has always been con-
strained by the limited availability of training data, since
collecting textual data with the appropriate meta-data re-
quires a large effort. For every text, the characteristics of
the author have to be known. At the moment, there exist a
number of Dutch corpora for the detection of age, gender
(Peersman et al., 2011; Nguyen et al., 2013), authorship
and personality (Luyckx and Daelemans, 2008). Yet, not
all of these corpora are freely available (e.g. because of
non-disclosure agreements and anonymization problems)
and none of these corpora contain information on all rel-
evant characteristics. Other issues may arise when different
classification systems are used for some of these character-
istics, e.g. MBTI (Briggs Myers and Myers, 1980) vs. Big
Five (Goldberg, 1990) in personality detection. The situa-
tion is similar for other languages. Although more corpora
exist for English, most of them are not available for other
researchers (Celli et al., 2013).
Having large amounts of data remains the key to reliable re-
sults in computational stylometry. In this paper, we present
the CLiPS Stylometry Investigation (CSI) corpus, a freely
available Dutch corpus that can be used for stylometry re-
search and many other applications

2. Corpus Description
The CSI corpus contains essays and reviews written by
Linguistics & Literature students taking Dutch proficiency
courses (for native speakers) at the University of Antwerp.
Since there are new students every year, we have the oppor-
tunity to continue collecting data over several years. One of
the major advantages of the corpus is its yearly expansion.
The current corpus contains data from the past two years

(2012-2013). In order to avoid confusion over the charac-
teristics and statistics of the expanding corpus, overviews
of each version with the corresponding meta-data are avail-
able on the corpus website1.
The entire corpus has been anonymized and all authors have
explicitly given us permission to include their submissions
and profile information in a corpus for research purposes.

2.1. Characteristics
A unique aspect of our corpus is the breadth of the meta-
data. There is meta-data available on both the authors and
the documents included in the corpus.

2.1.1. Author Meta-Data
For each author, we have information on age, gender, region
of origin and personality scores on the Big Five scale. The
authors can optionally also provide extra meta-data: their
sexual orientation, and personality scores on the MBTI
scale.

Age Authors have provided us with their birth date.
Given the timestamp of a document, we can compute the
age of the author at the moment of writing.

Gender Authors were asked to indicate their gender,
choosing ‘male’ or ‘female’.

Region of origion The region of origin is defined as the
region where the author grew up in, i.e. where the au-
thor lived between ages 2 and 10. Default regions are the
Dutch-speaking Belgian provinces (Antwerpen, Limburg,
Vlaams-Brabant, West-Vlaanderen, Oost-Vlaanderen) and
The Netherlands. When the default options do not apply,
authors are able to select their country from a list.

1http://www.clips.uantwerpen.be/datasets/csi-corpus/



Personality We used two systems of personality mea-
surement. All students (from the year 2013 onward) were
required to take an online Big Five personality test2 (Gold-
berg, 1990). This personality test provides a score (0-
100) on five traits: openness to experience (OPN), con-
scienctiousness (CON), extraversion (EXT), agreeableness
(AGR), and neuroticity (NEU).
Optionally, students could also complete an online
MBTI (Myers-Brigss Type Indicator) personality test3

(Briggs Myers and Myers, 1980). The MBTI test pro-
vides scores (0-100) on four dichotomies: Extraversion-
Introversion, Thinking-Feeling, Sensing-iNtuition and
Judging-Perceiving.

Sexual orientation Authors can optionally specify their
sexual orientation by selecting ‘straight’ or ‘LGBT’4. The
label is ‘Unknown’ when this information is not available.

This information can be used for a number of interesting
experiments. For example, we can investigate the influence
of someone’s sexual orientation on the detection of stylo-
metric features. Having both Big Five and MBTI personal-
ity scores allows us to compute the relation between these
personality frameworks.

2.1.2. Document Meta-Data
We have so far mainly discussed the author characteristics
of the corpus. Here we describe the kind of documents we
have at our disposal.
The corpus contains documents of two genres: es-
says/papers and reviews. The essays are rather formal texts
written by our students as assignments for their Dutch pro-
ficiency course. In their first year, they write a shorter text,
here called ‘essay’. In their second year, they write a longer
text, here called ‘paper’.
The reviews are a special assignment for the students. Par-
ticipants in the review collection did not know the purpose
of the review writing. Everyone has to write two reviews, a
truthful and a deceptive one. The reviews are balanced for
sentiment (negative and positive), which also makes this
corpus an interesting dataset for sentiment detection. De-
ception is implemented here by asking the author to write
a convincing review (either positive or negative) about a
fictional product, thus pretending to know about the prod-
uct while actually making up the review. The truthful re-
views reflect the author’s real opinion on an existing prod-
uct. Truthful and deceptive reviews are written about prod-
ucts from the same five categories: smartphones, musi-
cians, food chains, books, and movies. The category and
product of a review are included in the metadata.
Since we have both truthful and deceptive texts of the same
author, we can compare the writing style in these two cir-
cumstances with more authority than previous research us-
ing texts from different sources (e.g. comparing real re-
views with reviews collected through Amazon Mechanical
Turk (Ott et al., 2011)).

2http://www.outofservice.com/bigfive/
3http://www.humanmetrics.com/cgi-win/jtypes2.asp
4Lesbian, gay, bisexual or transgender

2.2. Statistics

Statistics of this corpus are by definition temporary due to
its yearly expansion; you will find the statistics for the 2013
version in tables 1 to 5 and figures 1 to 3.

Because we took advantage of the data and author avail-
ability at our university, some characteristics of the authors
may be under- or overrepresented.

Genres # docs # tokens Avg. length Std.dev.
Reviews 540 69,132 128 74
Essays 209 235,400 1126 757
Total 749 304,532

Table 1: Document statistics per genre (length is in words
including punctuation, also known as ‘tokens’).

Projecting these statistics about corpus size to the future re-
turns an expected corpus size of about 1200 reviews and
550 essays in three years, depending on the number of stu-
dents enrolling in these courses. The size of the future cor-
pus in tokens is estimated to be at least 620,000 for the
essays and 120,000 for the reviews.

Positive Negative Total
Truth 136 134 270
Deception 119 151 270
Total 255 285 540

Table 2: Distribution of reviews over types

Table 2 shows us that there is a (more or less) balanced
distribution of sentiment and veracity in our reviews.

The distribution of the topics of the reviews over their ve-
racity is, however, slightly skewed for the topics ‘musi-
cians’ and ‘books’ (Figure 1).
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Figure 1: Distribution of review topics over veracity



Average Minimum Maximum Std.Dev.
2.25 1 9 0.88

Table 3: Number of documents per author

In Table 3 we find that there are multiple documents per
author in our corpus. This allows our corpus to be used
for authorship verification experiments, where the task is to
verify whether a certain document is written by the same
author as a given document. In fact, an adapted version of
our corpus will be used for the PAN 2014 shared task on
authorship verification5.

Average Minimum Maximum Std.Dev.
20.5 18 47 2.87

Table 4: Age of authors.
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Figure 2: Distribution of author gender and sexual orienta-
tion
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Figure 3: Distribution of region of origin of author

5http://pan.webis.de

Openness 50.7
Conscientiousness 45.2

Extraversion 49.8
Agreeableness 41.6

Neuroticity 54.7

Table 5: Average Big Five personality profile of the authors
in the corpus.

Given these statistics, a typical author in our corpus is a
20 year old woman that grew up in the Belgian province
Antwerpen.

2.3. License
The CSI corpus is licensed under Creative Com-
mons Attribution-NonCommercial-ShareAlike 3.0 Un-
ported (CC BY-NC-SA 3.0)6. This means you are free to
use, copy, share and adapt the corpus for non-commercial
purposes under the following restrictions: give credit to the
author, indicate changes made, and distribute derivations of
the material under the same license. Any resulting publica-
tions should cite this paper.

3. Case Study: Deception Detection
To illustrate the usefulness of this corpus, we have per-
formed a basic experiment on the detection of deception
in Dutch reviews.
Deception detection is the task of automatically classify-
ing a text as being either truthful or deceptive, in our case
by examining the writing style of the author. The decep-
tive texts at hand, product reviews, can be considered de-
ceptive opinion spam: ‘fictitious opinions that have been
deliberately written to sound authentic, in order to deceive
the reader’ (Ott et al., 2011). The detection task we are
performing is thus opinion spam detection or fake review
detection, which is a more specific variant of deception de-
tection.
Deception detection (in the framework of computational
linguistics) is usually conceived as a text classification
problem where our system should classify an unseen docu-
ment as either truthful or deceptive. Such a system is first
trained on known instances of deception. Frequently used
features are token unigrams and LIWC lexicon words.
Although there has been one paper using Dutch data for re-
search on deception (Schelleman-Offermans and Merckel-
bach, 2010), this was a psychological experiment with anal-
ysis of the participants’ writings, focusing on the connec-
tion between deception and fantasy proneness. Therefore,
our case study is the first experiment on deception detection
for Dutch, to our knowledge.
For a more thorough background on deception detection,
see Ott et al. (2011) and Zhou et al. (2004) and references
therein.

3.1. Setup
A supervised machine learning experiment using tenfold
cross-validation with the SVM algorithm from the LibSVM
package (Chang and Lin, 2011) was set up with as only

6http://creativecommons.org/licenses/by-nc-sa/3.0/



features the token unigrams present in the training data. A
frequency threshold of 5 was imposed on these unigrams
because infrequent unigrams do not appear in enough doc-
uments to contribute to the learning process. The unigrams
were also cleared of domain-specific words, i.e. we re-
moved the names of the real and fictional products since
they would show a one-to-one relationship with their cat-
egory. The thresholding approach makes sure that mis-
spellings of these product names are also disregarded.
We investigated deception in this data in three different
ways, using tenfold cross-validation.

• A classifier was trained using all the reviews.

• A classifier was trained using the negative reviews.

• A classifier was trained using the positive reviews.

This allows us to compare with previous research only in-
vestigating deception on single-sentiment data (Ott et al.,
2011).

3.2. Results
We present the results of our three experiments in table 6.
We provided a majority baseline for comparison. This base-
line indicates the performance of a system that would clas-
sify all instances as belonging to the most frequent class.

Acc. Prec. Rec. F-Score Baseline
All Data 72.2 72.2 72.2 72.2 50.0
Positive 69.7 69.7 69.3 69.3 53.3

Negative 71.5 71.4 71.4 71.4 53.0

Table 6: Results for different classifiers on deception detec-
tion

With these features, the classical approach of using all the
data and building one binary classifier seems to be the most
succesful one.
When taking a closer look at the 100 most important fea-
tures (with highest X2), we notice that about 90% of those
are functors (function words) and punctuation. This is an
indication that our system uses stylistic features as a basis
for its decision. In order to check whether the somewhat
skewed distribution of topics over the veracity has an in-
fluence on our results, we tested our system on each topic
separately. No significant differences in performance were
found.
Our results are comparable with the state-of-the-art results
of Mihalcea and Strapparava (2009) for English opinion
texts. They also achieved a performance of around 70%.
Although Ott et al. (2011) achieve even higher perfor-
mances (up to 89%), their results are somewhat contested
because their positive and negative training examples come
from different sources (truthful reviews from TripAdvisor
and deceptive reviews collected through Amazon Mechan-
ical Turk); they may thus be performing ‘platform recog-
nition’ instead of deception detection. This suspicion is
strengthened by Mukherjee et al. (2013) who report a
widely different word distribution between those fake and
true reviews.

4. Conclusion and Future Work
In this paper, we have presented a new text corpus for sty-
lometric research and we have demonstrated its usefulness
by performing promising experiments on the automatic de-
tection of deceptive text.
This corpus has many advantages: it serves multiple pur-
poses (detection of age, gender, authorship, personality,
sentiment, deception and genre); it will be expanded yearly;
and all texts come from similar sources (within their genre)
for optimal comparability. Some disadvantages of the cor-
pus are: its opportunistic nature (we are restricted to the
authors at hand) which influences the balance of some of
the meta-data; and that not all meta-data is available for all
authors.
In the nearby future, we will integrate more (meta-)data into
this corpus. A number of our students also write bachelor
dissertations in Dutch; these will be included in the cor-
pus as a third genre with (much) longer texts than the other
data. For the essays and dissertations, grades were given
by the professors that are an indication whether they are
well-written or badly written texts. We will incorporate the
grades for these texts as meta-data in our corpus to add an-
other purpose to our corpus, namely automatic grading.
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